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High energy cosmic ray physics with underground muons in MACRO.
[I. Primary spectra and composition
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[. INTRODUCTION model of the chemical composition which gives the best fit
of multimuon data in the primary energy range between
A characteristic feature of the cosmic ray spectrum is thel0** and 10" eV, which is accessed by MACRO. A wide

steepening that occurs betweenitand 101 eV, the energy interval of about one decade below the knee is avail-
“knee” of the spectrum. Several explanations of this phe-able where direct measurements and underground measure-

nomenon have been offered; many of these lead to substafents of the primary cosmic ray composition overlap. In our

tial differences in the predicted spectrum and compositioritting procedure data from direct experiments are used as

near the knee. At present, cosmic rays below aboustarting points to constrain the composition below the knee.

101X Z eV are believed to be predominantly due to shock The fitting procedure has been applied to a data sample of

acceleration of particles by supernova blast waves in the in= 44X 10° muon events, of which- 263 000 are multiple

terstellar mediun{1]. At higher energies different mecha- MUONS- This corresponds to a total live time of 5850 h. Data

nisms have been proposed, mainly involving acceleratiors€l€ction, event analysis, and experimental method are de-

from compact sources, like x-ray binaries or young superScribed in detail in a companion pagel].
In the next section we describe the details of the Monte

nova remnantg2]. More recently explosions of massive stars ) X X .
into their former stellar wind have been suggested as exterizar0 simulation of multiple muons and analyze the possible

sions of the basic supernova mechanism that could accoufiPUrces of systematic uncertainties in our simulation. The
for the whole knee region of cosmic ray spectr{@h Fur- third section presents the multlpqrametrlc fitting procedure.
thermore, the propagation and diffusion of cosmic rays in thd" Secs. IV and V we give the primary spectrum and com-

Galaxy is generally considered to play a major role in thePosition arising from the fitting procedure. In Sec. VI the.
change of composition around the kng&. Therefore the MACRO experimental data on muon decoherence and verti-

interpretation of the knee is crucial in understanding the ori-CaI muon intensity are compared with the predictions of the

gin of the cosmic rays and may provide deeper insight intditted composition model. Section VII discusses results and
galactic acceleration and propagation phenomena. systematic uncertainties. Conclusions are given in Sec. VIII.

Air shower arrays, air Cherenkov telescopes, and underAPpendixes address technical features of the adopted best fit

ground experiments can measure the whole region arourf@€thod:
the knee. In these indirect measurements the nature of the
primary and its energy are inferred from the surface mea-
surements of extensive air showers or from underground
studies of the penetrating high energy muon component. The interpretation of deep underground muon data re-
Since the first observation of the kng4| several experi- quires a simulation which includes a hadronic interaction
ments have measured the primary spectf6ml( and con- model, the air shower development, the propagation of
firmed its general features. However the uncertainties in thenuons through the rock and a detailed description of the
conversion of the observed shower parameterg., shower detector.

Il. MONTE CARLO SIMULATION

size, muon size, etcto primary energy and in the normal-  The procedure to get usable Monte Carlo predictions is
ization of the spectrum make it difficult to extract precisecomplex and heavily CPU time consuming. In our analysis
features of the spectrum and composition. the following simulation strategy has been adopted. In the

Underground experiments study primary compositionevent generation, after sampling mass, energy and direction
comparing the measured muon multiplicity distribution with of the primary particle, event by event, the relevant kine-
that calculated using trial models of the primary spectrunmatic variables are calculated for muons surviving under-
and composition. Following this approach composition studground. This event production pass covers a wide energy
ies have been carried out by Bakddri], Homestakd 12], spectrum, from a few TeV up to £0TeV and the full solid
NUSEX [13], Soudar{14], and MACRO[15-17. MACRO  angle up to a zenith angle of 60°. The upper limit ab TV
composition analysis showed that experimental data are iris motivated by the fact that only a few events per year are
consistent, at high multiplicities, with the predictions of anexpected in our data sample at higher energies. For each
asymptotically Fe-dominated composition, like the Heavyevent the impact position of the shower axis is randomized
composition[18], and favor a lighter model. MACRO data over an area much larger than that of the detector. If at least
are reasonably explained by models with flat or slowly in-a segment of track enters the acceptance area of MACRO, a
creasing(A) as a function of the primary energy, as with the detailed simulation of detector and trigger is started. This
Light [18], CMC [19], and 2 [20] models, except for the simulation, based on theEANT [22] code, includes a de-
absolute rates, where the simulations are25% low. A  tailed description of all the known physics and detector ef-
similar analysis has been performed on MACRO data in cofects (electromagnetic showering down to 500 keV, charge
incidence with the EAS-TOP array detec{@o]. induction of the streamer signal onto the strips, electronic

In the present analysis we describe an approach for meaoise, etg, and reproduces the experimental data at a satis-
suring the primary spectrum and composition, using a mulfactory level of accuracy21]. A final pass of the Monte
tiparametric fit of the MACRO data. For this purpose we doCarlo sequence processes the simulated data through the
not make any assumption based on specific theories of orstandard MACRO analysis program to reconstruct muon
gin, acceleration or propagation of cosmic rays, but solelyracks and other related quantities.
assume that elemental spectra can be expressed by simpleAn important step of our fit analysis was the reduction of
power law functions. The calculation of the undergroundthis huge amount of simulated data into suitable functions
muon rates is done in the context of widely used hadroni@llowing a fast calculation of the muon rates. The muon rates
interaction models. This approach allows us to obtain thet any detected multipliciti\,, are given by
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R(NM)=§ QdQJSdSJ' dE ¢A(E)M§N Pa(E.0,6,M,)- DUr}x ;M ,—N,), (1)

o

whereE, A, and (#,¢) denote the energy, mass number, and incident direction of the primary nucleus, whose spectrum is
represented by the functish,(E). S represents the sampling area of the impact position of the showe@xiand(} is the
accepted solid anglePA(E,0,¢,M ) is the probability for a primary nucleus with physical parametgf#\, 6, and ¢ to

produce an event witM , muons at MACRO deptm({ﬁ}xo; M ,—N,) is the detector response term, giving the probability

that a muon bundle, witM ,, muons located ?{tﬁ} around the shower axis impact poXg, be detected and reconstructed as
anN, muon eventP,(E, 6,¢4,M ) depends on the hadronic interaction model and muon propagation through the rock only.
D({ﬁ}xo;MuHNM) depends on the muon bundle configuration and location inside the sampling area and on the detector

geometry, acceptance, and overall reconstruction efficiency.
The sample of simulated data allows us to calculate the funchyg&,N,),

DA(E,N,)=1/(QS) deQ LdSM éN PA(E,0,6,M,)- D{r}x ;M. —N,), 2

which represent the probabilitigaveraged ovef) and S) include uncertainties in the hadronic interaction model, in the
for a primary of massA and energy per nucleus to be  knowledge of the map of the rock around MACRO, and
reconstructed as an event with, muons in MACRO. Mak-  muon propagation through the rock.
ing use of these functions the muon rates are expressed by
the energy convolution integral:

A. Models of hadronic interactions

R(NM):QSZ de DA(E)-DA(E,N,). (3) The simulation of the hadronic interactions of primary
A cosmic rays with air nuclei plays an essential role in the
interpretation of indirect cosmic ray data. The present analy-

For this analysis~ 400 million events have been gener- sis has been mainly based upon Emas [23] shower code.

ated, subdivided in five log(E) bands, as follows: It contains a hadron interaction event generator based on the
3.8x10° primary nuclei (1.X10° underground muon g

events between 3 and 20 TeV, 34107 (1.7x 16F) between parametrization of mini_mum b_ias events at the CER_N Super
20 and 200 TeV, 3.8 1C° (1.1x 10°) between 200 and 2000 Proton SynchrotroSppS) collider by the UA5 experiment
TeV, 4.9x10° (4.3x10°) between 2000 and 20 000 TeV [24], generalized to nuclear targets. Multiplicity and pseudo-
and 4.6< 10° (4.3x 10°) between 20 000 and 100 000 TeV. rapidity distributions reproduce collider data in the central
The CPU time increases with energy frenl s MIPS/everlt  region up toys< 900 GeV. Projectile diffraction is in-
in the lowest energy band up te1000 s MIPS/event in the cluded. In the original version of this code, nuclear interac-
highest one. As a whole, one simulated h of MACROtion is treated in the context of the pure superposition model.
livetime requires a CPU time of 380 (MIPS h). HEMAS is embedded in a shower program which follows the
We assumed that primaries can be described using fivshower development in the atmosphere with an energy cut on
mass groupsH, average mas¢A)=1; He, (A)=4; CNO, secondary particles down to 0.5 TeV. It also includes code
(A)=14; Mg, (A)=24; Fe (A)=56). TheD 4 functions have for three-dimensional muon propagation in the rock.
been calculated as 2% 40 (log,;(E/GeV),N,,) tables for The results of this code have been parametrizg] to
each mass group, witilN, ranging from 0 to 39 and provide a fast generator for underground muon physics. This
log;o(E/GeV) from 3 to 8. The choice of the sizes of these parametrization has been used for the first analyses of
tables is of crucial importance in the fitting procedure we areMACRO experimen{15,16,25,2 ignoring the correlation
going to describe in Sec. Ill. Our choice is a compromise obetween muon multiplicity and lateral distribution. The need
having a fine sampling of primary energies and muon multi-of a better comprehension of the underlying processes, and
plicities and a tolerable size of the simulated event sampleof understanding the associated systematics has lead to the
We established that this table size allows us to obtain, inseriuse of the full code for the following MACRO analysis.

ing the tabulated 5 functions in Eq.(3), muon multiplicity In the present analysis, a series of improvements have
distributions as accurate as from direct use of simulated)een implemented in the Monte Carlo simulation. The pure
events, for any fixed composition. superposition model has been replaced with the more realis-

There are some systematic uncertainties in the Montéic semisuperposition modgR7]. At a given energy, this
Carlo predictions that have been investigated in detail. Theseauses larger fluctuations than those obtained with the super-
position model, but the average values of the main observ-
ables remain the same. The effect of the geomagnetic field
YIn our analysis we used computing machines of about 40 MIPShas been introduced for the high energy muons in the shower
1 MIPS being assumed faiEMAS (Ssee next sectignrunning on  code, where the muon charge sign is randomly assigned.
VAX/780. Charm hadroproduction has also been considered via inser-
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FIG. 1. Probabilities to give at least one muon at MACRO

depth, calculated withiEmAs code. FIG. 2. Full circles: relative differences betweemyLL and

) ] HEMAS average muon multiplicites at MACRQ(S-H)/H. Open
tion of a simple heavy flavor generatdo the standard had- circles: fraction of single muons as witiemas code.

ron interaction routine of thelEMAS code. The contribution
of charmed events to underground muons turned out to bknee region. Furthermore at these higher energies heavy el-
negligible (of the order of a percent or lésen muon rates €ments are more prolific than protons in producing under-
and of the order of a few percent on muon pair separationground muons.
Similar results have been obtained #9], using the DMPJET In order to estimate the dependence of our results on the
[30] hadronic interaction model, where charm production isadopted event generator, we have also usedithe.L inter-
included. For this reason the heavy flavor generator was exaction mode(31]. This work has been done mostly for com-
cluded from this composition analysis. parison on a reduced sample of simulated events Sithe.L
Figure 1 shows the inclusive probabilities €vent generator has been inserted in the same shower code
PA(E,M,=>1) of having at least one detectable muon atalready used foHEMAS. The siByLL model is more physi-
MACRO, as a function of the primary energy, for the five CaIIy motivated than thﬂ}IEMA_S Slmu!atlon,_ bemg based on
elemental groups used in our simulatidP,(E,M,>1) is  the dual parton modg32] with the inclusion of hard pro-
related toPA(E, 6,4,M ) through the relationship cesses such as minijet productip8s]. In the future other
models will be considered, such as themJET code[30],
which has a more complete treatment of nuclear effects than
doessIBYLL.
Figure 2 shows, for each elemental group, the relative
. . differences betweeniBYLL andHEMAS average muon mul-
At least one muon underground has been required in thlﬁplicies at MACRO(full circles). It can be easily recognized

plot, and this determines the increasing low energy I'm'tthatlesYLL more effectively produces detectable muons near

pner e mass Sroup shanges fom hyogen o o, TWMe underground muon producton threshold, hereas
4 P ﬁlgher energies it approachesMAS. This behavior mainly

lower energies, full efficiencies being reached roughly in theaffects the single muongand the inclusive muon rates

since, at threshold, single muons dominate over multiple
muons(open circles
f The multiplicity distributions of muons at MACRO depth
have a similar behavior, with single muons slightly higher in
siByLL and multiple muons slightly higher witlEMAS.
dPofdx-dpf(1—[xe))* exp( — Bp?), Table | shows the relative differences between muon rates as
obtained withsiByLL andHEMAS for two different composi-
with @ = 3 andB8 = 1.1 (GeVic) ~2 for each kind of charmed tions (“light,” proton rich and “heavy,” iron rich [18]), at
hadron. The charm production cross section for protons on air nueifferentN,, intervals. The light and heavy compositions are
clei has been assumed with a dependence on the squared c.m. @xtreme models: at increasingly higher energies the light
ergy of the type 0.36 log,o(s/80 GeV?) mb [28]. This energy composition contains a large proton component while the
dependence is roughly consistent with the collection of availableHeavy composition contains a large Fe component. There-
experimental data, taking into account the measured charm produéere, even with a drastic change in the composition spectra,
tion A dependence. the relative difference between the muon rates obtained in

PA(E,M,=1)=1/Q fﬂdﬂ zlPA(E,0,¢,MM). 4

MM>

ch_pairs have been assumed to be produced independently
each otheruncorrelated productigrwith a differential cross sec-
tion:
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TABLE |. Relative differences betweenByLL andHEMAS muon rates(S-H)/H. The values are given for
the light and heavy compositiorisee texk

Composition M,=1 M,=2-6 M, >6 M,=1
Light [18] 0.058 = 0.003 —-0.08 £ 0.01 —0.07 £ 0.05 0.048= 0.003
Heavy [18] 0.072= 0.004 —-0.03* 0.01 —0.02 £ 0.02 0.064= 0.003

the framework of the two interaction models is always at C. Muon propagation through the rock

most~ 7%. It has to be noted that it mainly affects muon 1 original HEMAS code for the muon propagation

rates at low multiplicity, for which the statistical errors are through the rockdescribed irf23]) has been compared with
very small. Comparative analysg&4,31,35,36among vari-  he codes by Lipari and Stand@9] and FLUKA [40]. The
ous underground muon features obtained with several hags,in differences between these codes and the original
ronic interaction modelgncluding HEMAS andsiByLL) lead HEMAS muon propagation code is a more accurate treatment
to similar results. Therefore we estimate the systematic Unsf the muon stochastic energy loss and of the radiative pro-
certainty due to the hadronic interaction model to be of the.esses Some theoretical uncertainties are still present any-
order of 10%, according to currently available models. Posy, oy in the treatment of the radiative processes considered in
sible madequa_mes of existing interaction models will be disthe £ Uka and Lipari-Stanev codes. Moreover, uncertainties
cussed futher in Sec. VII. remain about the choice of the screening function used in the
bremsstrahlung cross section.
B. Rock depth around MACRO Monte Carlo simulations show that while the uncertainties

The analysis of the vertical muon intensity measured infrom the muon propagation affect the absolute muon rates at

MACRO [21,37] has motivated a detailed study of the sys-a. Ie\(el 9f~8% they do not affect the shape of multiplicity
tematic uncertainties in the rock depth above MACRO. Thed|str|but|ons.
rock depth h(in m.w.e) in each direction is obtained by
multiplying the rock thickness by the average Gran Sasso l. MULTIPARAMETRIC FIT

rock density(2.71 = 0.05 g/cn?) [21]. The systematic un- OF THE COMPOSITION PARAMETERS

certainties on h have two main sources: the uncertainties in | this analysis a minimization procedure is used to esti-
the knowledge of the topographical map of the Gran Sassgate the primary cosmic ray composition from the best it of
region and in the interpolation procedure to transform it to &ne MACRO experimental rates of multimuon events. Previ-
function of the zenith and azimuth angles; the assumption ofys underground experiments have been able to perform
a hqr_nogeneous mountain instead of a more realisticallyg,my very simple fits(with only one free parameteof ex-
stratified structur¢38]. _ _ ~ perimental dat§13,17 in order to obtain information about
The first term mainly causes point to point uncertaintiesprimary composition. The main reason for that was the small
of the order of few percent that marginally affect multimuon getection area of their experimental apparata, so that only a

rates; the resulting systematic errors are somewhat less or gha| fraction of the muons in a high multiplicity event was
most equal to the statistical error at each muon multiplicity.

The second term is mainly responsible for a possible system- .
atic error on the absolute scale of the overall muon flux and”é
is of the same size as the error of the average rock density3
(again few percent

We have investigated the effect on the Monte Carlo pre-
dictions due to a net change of the rock depth by %,
— 2%, and—5% everywhere, as originating from an average
density uncertainty. The multimuon rates increase by
~ +5%, ~ +10%, and~ +25%, respectively, roughly inde-
pendently of the muon multiplicity. In other words, a net
change of the rock depth, within the limits compatible with
our rock uncertainties, affects the rateéN,), but not the
rates normalized to the singles, i.e(N,) = R(N,)/R(1).
To show this, in Fig. 3 the relative differences ifN,,),
obtained with different average rock densities, with respect
to the one at the Gran Sasso nominal density, are plotted as i
function of the muon multiplicity. One can easily recognize
that, within the statistical uncertainties of simulated data,
r(N,) is roughly the same at any rock density and compat- _g g [
ible with being independent o, . This fact reflects the
loose but effective correlation between muon energy and pri-
mary energy, which is not considered when these effects are FIG. 3. Relative differences of(N,,) at different average rock
analyzed only using the muon survival probability. densities with respect to the one at the Gran Sasso nominal density.
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seen by these detectors. On the contrary, the large acceptanc == .

of the MACRO detector is reflected in higher muon rates and  o75F  * e,  'ghtmodel % % LT
. . . T F -

;au%ﬁgng of very high multiplicities, up to largely separated 05 F {}: $$i$¢ +iii :i
) E -0 —§—

In our fitting procedure, the predicted rates of events with 02 ;{ﬁ*ﬁ + +¢”

N,, reconstructed muon&X(N,), are calculated using for- OE b bbb b o b

mula (3). ®,(E) are the differential primary cosmic ray P =

fluxes of the nuclei of masa that we aim to estimate, while < 095 2 + *ﬁ{? T

the DA(E,N,) functions are tabulated functions derived by T~ £ o >

our full Monte Carlo simulation. We assume that the energy .S 3 +¢++ CMC model

spectrum of each elemental group can be expressed byz0255 < +*“’+++*H”++ + +

5

I

simplepowerlawswhosespectralindexeschangeatamas:g 0 ml.ml....lm-l‘ml.ml.‘m.mwfﬁrm*

dependent cutoff energg.,(A): § 1 25 5 7.5 10 125 | 15 175 20 225
= 00O
DAE)=K(AE- 1A for E<Eg (A), (5) orsE L WTTTTTTTT
E e
PAE)=KAAE TN for E>Eqq (A) (6 ool o= T
- B T s e S S S SO
with K,=K,E2"?*. This corresponds to four free param- T T S e RS
eters Kq1,v1,7v2,Ec) to be determined for each elemental Muon multiplicity
primary spectrum that we want to estimate.
We minimize the function FIG. 4. Contribution of(H+He) (full circles) and (CNO+Mg
+Fe) (open circleg groups to the multiplicity distribution for the
X%/I _ 2 [RMeas (N#)—R(NM|parameter)s:|2 light, CMC, and heavy composition models.

K o’[R™ (N,)]+d’[R(N,|parameteng’

y out the hypothesis of pure compositions, such as extreme
() proton or iron pure compositions. Obviously a pure iron
composition predicts too few low multiplicity events and too
many high multiplicity events, whereas a pure proton com-

MACRO multiplicity distribution [21], and R(N,| para- o ciion Gan fit the integral muon rate properly, but predicts
meter$ are calculated using formulg8). The goal of this Poo few high multiplicitygevents. propery, P

minimizg’;ion procedure is to obtain a mod_el of the chemical The assumption of pure compositions is inadequate to
composition and elemental spectra of primary cosmic ray$epresent the whole multiplicity distribution, since the differ-
and an estimate of the errors on this model. The p“marknt mass groups do not play the same role in the Various
cosmic ray spectra are obtained from the estimate of thenultiplicity regions. Figure 4, which shows the contributions
parameters at the minimum of the functiGh. The errors on  of the elemental groups to the multiplicity distribution calcu-
the spectra are calculated using the covariance matrix of thigted from the Monte Carlo simulation using different com-
parameters. position models, indicates that low multiplicity events
The function minimization has been done using themostly come from protons and helium nuclei, while high
MINUIT [41] package, a widely used application designed tomultiplicity events reflect much heavier primaries. More-
compute the best fit parameter values and uncertainties, igver, low multiplicity events come from primaries with en-
cluding correlations between the parameters. ergies less than few hundred TeWelow the kneg while
high multiplicity events are produced by primaries in an en-
ergy region which includes the kngg6]. We therefore fitted
the low multiplicity part (N,=1-6) of our experimental
Using five mass group@, He, CNO, Mg, F¢ we have  multiplicity distribution using only light(H+He) elements
20 parameters to be fitted using formu@. Such a high and assuming single power law energy spett@respond-
number of free parameters and the dependence of the mudmg to four free parametersThe remaining part of the dis-
rates on the composition parameters, through a convolutiotribution (N,,>6) has been fitted independently with heavier
of primary spectra over a wide energy range, makes it diffiinass groups(CNO+Mg+Fe), assuming two power law
cult to estimate the primary composition using the procedurépectra(corresponding to 12 free paramefers both cases
described above(see also Appendix A Before going the multiparametric fitting procedure converges. The mini-
through the complexity of a minimization with so many pa- mum xg/Npe is 1.7 for the low multiplicity fit and 0.5 for
rameters, we performed preliminary tests, assuming simplithe high multiplicity fit. These results confirm qualitatively
fied hypotheses of primary compositions, which allow us tothe dominance of different elemental groups at different mul-
reduce the number of free parameters to be fitted. In particuiplicities, but do not give acceptable spectra in the whole
lar, we checked if our multiplicity distribution was compat- primary energy range. In fact, the loose correlation between
ible with pure compositions or with compositions with only muon multiplicity and primary energy prevents us from

where R™® (N,) are 39 experimental points of the

A. Preliminary tests

groups of elements. merging the spectra arising from the two separate fits.
With the assumption of a pure primary compositiomly _
four free parameteyswhich is the simplest composition hy- B. Results of the best fit procedure

pothesis that can be done, the minimization procedure does The simple preliminary tests described in the previous
not converge for any primary mass. Therefore, our data rulgection show that a mixed composition with all the elemental
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more complete analysis of cosmic ray direct dat€]. It is
not possible to do the same exercise on the remaining param-
eters[i.e., y,(A) and E(Fe)], since individual fluxes are
not measured above the knee and furthermore the knee en-
ergy cutoff is rather uncertain. Therefore the limits on these
parameters have been inferred from all-particle EAS mea-
surements. In summary, our boundary conditions have been
defined as followszy,(A) andK,(A) within =5 ¢ around
their direct measurements fit best valugs(A)=2.8-3.2,
and log( E.{(Fe/GeV] = 6—7.5. With these conditions, the
minimization of MACRO data point$7) is successful and
the minimum is reached atﬁ,llNDF=13/23zO.6 (hereafter
referred to as th#/A fit, M/A standing for MACRO alone
The estimated parameters are given in Table VII. Unfortu-
nately it was not possible to prevent some parameters from
touching their boundary limits and then their errors are not
meaningful. As explained in Appendix A, boundary condi-
tions are generally undesired, since the parameters can be
correctly estimated, but with unreliable errors due to numeri-
cal problems in the calculation of the covariance matrix.

For this reason we preferred to use a different approach.

FIG. 5. Measurements of primary cosmic ray energy spectrd ACRO multimuon events are produced by primaries in the
from recent direct experiments. Full circles: JACER], full tri-  energy range of- 50 to ~ 10° TeV [15-17. A wide en-
angles: SOKOL[44], open squares: CRNI5]. Primary spectra re-  ergy interval of about one decade below the knee is available
sulting from the fit of experimental points with single power law where direct measurements and underground measurements
spectra are also showaolid line: best fit value; dashed line 1o overlap. Therefore we inserted direct measurements in the
erron. The x*/Npg are 14/15, 2.1/14, 26/17, 29/17, and 21/18 for H, minimization function so that they can act as starting points
He, CNO, Mg, and Fe mass groups, respectively. and constrain the primary spectra below the knee. For this

purpose the minimization function has been redefined as fol-

groups is necessary to explain the experimental data in thews (see Appendix A
whole multiplicity range of MACRO data. The ability of our

E*™ dN/dE (m™ 57" sr'GeV'™)

best fit procedure to reconstruct primary compositions based £ = \y an + Ap XzD’ 9
on five elemental groups is described separately in Appendix
E. where,\/f,I applies to MACRO multimuon data, as defined in

To get successful fits with five mass groups we are force(tq. (7), andx? applies to direct flux measurements:
to reduce the number of free parameters. Constraints in the b

fit procedure, which reduce the number of free parameters, Na meag = | _ _ 2
can be achieved by making physical assumptions on compo- XZD — z 2 [PR™E) Z(I)Arfj parameterg
sition parameters. A wide class of composition models at- A =1 oL PRTE)]

tributes the cutoff in the primary energy spectrum to particle (10

leakage in the Galaxy at fixed magnetic rigid{ig2]. We
adopted this physical hypothesis in our fit, assuming that thay and\p are fixed weight parameters, adg\(E;| para-
energy cutoffs of elemental groups follow the relationship meters are the primary cosmic ray fluxes of the nucléuat
fixed primary energie€;, defined by formula(5). In the
Ecut (2)=Ecw (Fe)-Z/26. ®)  x2 term we used 91T} E;) data point§43—45 (N, for
each elemental group, at differdat energie§ the same that
With this hypothesis the number of free parameters is 16 andre shown in Fig. 5. This corresponds to a number of degrees
the number of degree of freedom )@f,, is vy =23. of freedomvy =75, using the rigidity cut hypothesi(8).
Using this condition, the minimization of th(e,%,, function In our fitting procedure we sety, =1 and we performed
(7) is possible, if we impose suitable limits on the parametergndependenté? minimizations at different values ok
to prevent them from taking on unphysical values because okithin A\p=1 and 0.01, corresponding to different constrain-
numerical difficulties in the calculation. In order to bound ing power of the direct measurements to MACRO data. Un-
the individual flux parameters below the kngee., v,(A)  der these conditions the minimization is successful and the
andK;(A)], we have considered direct measurements frontalculation of the covariance matrix is accurate, at agy
recent experiment$JACEE [43], SOKOL [44], and CRN value, without parameter limits. The number of “equivalent
[45]), whose data have been fitted with a single power lawdata points” used in the multiparametric fit procedure is
function [Eg. (5)]. The data we used as well as the fitted roughly given by 3%\ 91. The contribution of the direct
spectra are shown in Fig. 5. Each elemental group is welneasurements to the fitting procedure, varyiggfrom 1 to
described by the assumed single power law function, giving.01, is reported in Table Il. In this range of weight param-
an overally?/Npg of 92/81=1.1. The fitted composition pa- eters, the&? function is equivalent to a? variable with
rameters are in good agreement with those obtained in ay+\p- vp degrees of freedortsee Appendix B
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TABLE II. Direct measurement contributions to the fitting pro- TABLE lll. Results of the fit at differenhp values §y=1).
cedure.

Ap Ehin Xi Xb DF=vy+Ap-vp  £mi/Noe
\b Direct measurement contribution
243 13 230 98 2.48
1 91/136=0.70 0.5 128 125 231 60.5 211
0.5 0.591/85=0.54 0.1 35 109 241 30.5 1.15
0.1 0.1:91/48=0.19 0.01 13.6 11 260 24 0.57
0.01 0.0191/40=0.02

increasing energies. Therefore these groups are the main

Table Ill shows the main results of the multiparametric fit source of the incompatibility between the present analysis of
procedure. In this table the minimum of ti§é function, the  multimuon data and direct measurements, which prevents us
contributions to¢4,,, from MACRO data %), the contribu-  from fitting both data sets on the same groupd., at\p
tion from direct measurements(i), the number of degrees =1. We envisage two possible sources for this disagreement:
of freedom, and ths.gfnin per degree of freedom at different (1) inadequate modeling of muon rates adopted in our simu-
\p values are reported. This table shows that, according ttation (this will be discussed in Sec. VI (2) possible sys-
this analysis, MACRO multimuon data and direct measuretematics in the direct measurements of light nuclei at the
ments are incompatible in the common range of primary enhighest energies. o
ergy. The contribution teg2;, of the direct measurements ~ However, we want to stress that the individual spectra
ranges fromy2=230 at\p =1 to y3=260 at\p = 0.01.  &rising from our fit are correlated one with each ottere
We show in Appendix C that at, ~ 0.01 theffnin roughly Table VIII) and then we believe that !t iSs more sen3|blg to
reaches its asymptotic limid — 0) and therefore can be Sompar,fa our resullts with other gxperlments on the basis of
considered as determined by MACRO data alone. global” features (like the all-particle spectrum or the aver-

We assume as the best fit of our data the primary cosmifi9e mass compositiprior which these correlations are less

ray composition model obtained from the multiparametric fitSTective-

or)o-0 01 hereater rfeed s WG AR stand 1S Shows 0 e shect e o e
ing for absolute muon ratg of which the basic parameters e[43]* Danilova[5], Grigorov [47], BASJE[8], Akeno [6],

flux parameters and their covariance matrix is detailed inTunka[Q], MSU[7], Tibet ASy [10]. It can be easily recog-

Appendices A—D, which also include a complete list of thehized that the spectrum of the fitted model is higher and

estimated errors and correlation coefficients in Tables V”flatter th(_;m th_e one obtained from direct mea_sure_ments alone
(shown in Fig. 7 as a dashed areaxceeding it by an

and VIII, respectively. We note from Table VII that the spec- )
amount ranging from 15% &=10 TeV to 50% aE = 100

tra arising from theA/R fit are actually due to multimuon V. Th d of mult data for hiah .
data, since their parameters are in good agreement with th eV. The need of multimuon data for higher primary spectra

ones obtained with MACRO data alon®l(A fit). al regdy emerged in our pre_vious analysis based on trial com-
( ) position model$16]. A deficit of the order of at least 25% in

the predicted rates has been observed therein using compo-
IV. PRIMARY SPECTRA sition models tailored to render directly measured elemental
. . abundances a& 100 TeV. A remarkable feature of the re-
Figure 6 shows the elemental spectra arising from th%onstructed all-particle spectrum, which derives from our fit-

A/R fit, superimposed to the experimental data of the direchng procedure, is the consistency with EAS measurements

measurements used in the fit. In this figure the solid line, 5 =4 214 above the knee. We emphasize that these mea-
gives the central value of the fit, the dashed lines represerl, . aments. shown in Fig. 7 .for comparison, are not used in

the uncertainties on the spectane o errors calculated us- the minimized function. The fitted all-particle spectrum can

Ny the covariance matrix of the parameters given by' th%e suitably represented with single power laws at primary
fitting procedure. It can be seen that the spectra of the fit are

consistent within errors with direct measurements for the » ) _ _
three heaviest groups. For lighter elements the agreement TABLE IV. (?Omphos't'on parameters Ogta'ned '”dtgé_R f:'
with data points is achieved only at lower energieslow 10 € spectrum of each component is given by &gsand(®) in the
TeV), whereas the fitted spectra exceed direct datainly text. It has to be noted that onBy(Fe) is actually fitted. The other
comihg from a single experimef#3]), especially forH, at energy cutoffs are reported for convenience, but are derived from

Eq. (8).
3We note that. the cpmposition models arising from the fitting 2]/:2[5; (m2st sf-ll GeviY & (ggf/) 72

procedure are similar in the whole range)gf. This fact demon-

strates the dominant contribution of MACRO data in our con-H 1.2x10* 2.67 2.10° 2.78
strained fit method, even for large valueshgf. The main reason He 1.3x10° 247 4.4<10° 3.3
for this is that MACRO multimuon rates are determined by a con-CNO 3.9x 107 2.42 1.5<10° 3.58
volution of the primary spectra of the different nuclei over a wide Mg 4.5x10% 248 2.6¢10% 331
energy rangésee Sec. )| while direct experiments measure single Fe 2.4 103 267 56<10° 2.46

nuclei at fixed primary energy in a limited energy region.
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FIG. 6. Elemental spectra arising from tWeR fit, superim- FIG. 7. All-particle spectrum arising from tha/R fit (solid

posed to the experimental data of the direct measurements used |jje: pest value; dashed lines:1o erroi superimposed to previous
the fit. Solid lines: central value of the fit; dashed lines: spectra aExperimentaI data: JACEHE43], Danilova [5], Grigorov [47]
* 1o error, calculated using the covariance matrix of the parampgagjg [8], Akeno [6], Tunka[9], MSU [7], Tibet ASy [10].

eters given by the fitting procedure. Symbols for direct measurépashed area: spectrum obtained from the fit of direct measurements
ments are the same as in Fig. 5. shown in Fig. 5.

energiez far from the kneﬁ region, Withda gradual crange ac',"ompared with the value of 95% in the case of the two spec-
intermediate energies. The corresponding spectral in eX§5,| index h : : : L

ypothesis. This comparison implies that the
are 2.56-0.05 for E<500 TeV and 2.&0.3 for E>5000 change of the slope at the knee is preferred from MACRO

Tev. data. It has to be emphasized that this result emerges directly

_dWedremll_r(ljd_th?hreade; thtat ]:[hese results thave to kI)vIe Cf["?fom multimuon data, since, as reported in Sec. Il B, single
sidered vald in he context of our assumptions on vion eslope spectra give a good description of the data of direct
Carlo simulation. In Sec. VII we discuss how these assump.

: . . e . measurements. This is a remarkable outcome of this analysis
tions, and in particular the hadronic interaction model, Calkince for the first time an underground experiment shows
affect our results. sensitivity to the knee.

A. Sensitivity to the knee . .
B. Best fit procedure on the muon rate ratios

We verified that the rigidity cut hypothedi8) assumed in - . . . .
the fitting procedure is c%nsi};tent v)v/i?h our data by making a In the fitting procedure d_escrlbed in the previous sections
fit without this assumption. In this fit we fixed all the other we l_Jse_d_the absol_ut_e_multlple muon rate measurements of
parameters, bu,,(A), at the values shown in Table IV and the individual multiplicities. As reported in Secs. Il B and

. : . . .~ IIC the uncertainties on Monte Carlo predictions from the
we fitted independenthE. (A) releasing the relationship
(8). The resulting values knowledge of the rock around MACRO and muon propaga-

tion through the rock affect the absolute muon rates, but they
E.(H)=10°3099 GeV, E,(He)=105702 Gev, do not alter significantly the shape of the multiplicity distri-
bution. Therefore a study in terms of the ratio between the
E.(CNO)=10620D GeV, E(Mg)=106500Gev, rate at a certain multipliciyR(N,) and the rate of single
muonsR(1) permits a cancellation of effects due to these
E..{Fe)=100809GeV systematic uncertainties. We therefore applied the multipara-
metric fit procedure to the muon rate ratiayN,)
are compatible, within the errors, with the values reported ir=R(N,)/R(1), defining)(f,I , in Eq.(7), withr (N ) in place
Table IV showing that MACRO data are consistent with theof R(N,). In this way only the shape of the multiplicity
rigidity cut hypothesis. distribution is taken into account, while the absolute normal-
As shown in Fig. 7 the all-particle spectrum arising from ization of the primary fluxes is fixed by the data of the direct
the MACRO composition analysis indicates the sensitivity ofmeasurements. The all-particle spectrum arising from the fit
MACRO data to the knee. To prove this, we have performedf the rate ratios fohp = 0.01 (hereafter referred to as the
a different fit under the assumption of a single power law forR/R fit), is shown in Fig. 8. This spectrum has the same
each grougcorresponding to 10 free paramejeiss aresult  shape of the spectrum obtained from the fit of the absolute
we obtained a probability tha? exceedfﬁ1in of 5.8% to be  muon rates A/R fit), shown in Fig. 7 and, as expected, is in
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FIG. 8. All-particle spectrum arising from tHe/R fit, superim- FIG. 10. Dependence on primary energy of the relative abun-
posed to previous experimental data. Symbols and line types are thltances of the lightH+He), medium-heavyCNO+Mg) and very-
same as in Fig. 7. heavy(Fe) components. Line types are the same as in Fig. 9.

better agreement with the absolute normalization of the dion primary energy of the relative abundances of the light
rect measurements. However, at higher energies, the speg4+He), medium-heavy(CNO+Mg), and very-heavy(Fe)

trum shown in Fig. 8 is less consistent with the EAS meacomponents of the fitted models are given in Fig. 10. Both
surements with respect to the one obtained from the fit of théhese figures refer to the fit of the absolute muon rates

absolute rates. (A/R fit): the solid line shows the best fit average mass and
the dashed lines the same functionzato error. For com-
V. PRIMARY COMPOSITION parison the results obtained from the fit of the muon rate

ratios (R/R fit, line through crossgsand the fit of the
'WACRO data alone /A fit, line through circles are also
given. The results from the three fit procedures are very close
to each other, in terms ofA) and relative abundances of
mass groups. The closeness of #ER-fit to the M/A-fit
supports the convergence criterion used therein and confirms
that the resulting composition is almost entirely determined
by multimuon data. On the other hand, the comparison be-
tween the fits obtained using absolute and relative muon
; rates gives us confidence in the stability of our fitting proce-
dure. Table V shows at different primary energies the rela-

; tive abundances of each elemental group as estimated in the
A/R fit.
Both (A) and the relative abundances show little depen-
dence, within errors, on the primary energy below EeV.

i f At higher energies the best fit average mass shows a mild
increase with energy, even though no definite conclusion can

it TN LR R T TABLE V. Relative abundances of the different elemental
i groups in theA/R fit.

ber of cosmic raygA) on primary energy. The dependence
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FIG. 9. Dependence of the average mass of cosmic rays o0 ~ 0.42-0.08 0.28-0.19 0.130.06 0.09-0.03 0.08-0.04
primary energy. Solid line¢A) arising from the fit of the absolute 10*>  0.31+0.09 0.34-0.11 0.18-0.07 0.1}-0.04 0.06-0.03
muon rates A/R fit), dashed lines{A)= 1o from the A/R fit, line 10° 0.23+0.08 0.29-0.09 0.29-0.17 0.14-0.08 0.05-0.04

through crossesiA) from the fit of the rate ratiosR/R fit), line 104 0.35-0.17 0.2+0.14 0.16-0.15 0.16-0.11 0.12-0.08
through circles{A) from the fit of MACRO data aloneM/A fit).
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. . - FIG. 12. MACRO vertical depth intensity data points, compared

FIG. 1;' Cor_npa_rlson of the average primary mass arising fr()"'?Nith the results of Monte Carlo simulations. Full circles: experi-
our A/R fit (solid line: central value; dashed line: value at one mental data: open squares: light model; open circles: heavy model:
sigma errof with other measurementa) and predictiongb). The dashed arezliﬂ.\/R fit model within = 1o er,rors on the fitted param- ’
3, model is limited to primary energies below the knee, being Ob'eters.
tained from a fit of direct measurements. References are given in
the text.

ized by a flat or slowly increasingA) as a function of the

be reached taking into account the increasingly large uncer[?”mary energy.
tainties from the fit.

In Flg 11,<A> obtained in O.UIA/R fitis Cor_‘npared Wlth VI. COMPOSITION DEPENDENCE
other measurements and predictions. In particular, F|ga)1_1 OF OTHER MUON FEATURES
shows that oufA) estimate is consistent, within errors, with o _ .
the ones obtained from the fit of direct measureméstiswn For indirect measurements of primary cosmic ray compo-

as dashed area in the figrand from other composition Sition, it is important to identify as many experimental ob-
analyses of direct observatiofé3,44] and EAS array data Servables as possible which can help in the validation of the
[48,49, in the same primary energy region. In this figure composition models. In order to test the fitted composition
(A) is displayed up to~ 10° GeV, exceeding the region model(the A/R fit mode), our experimental results on ver-
covered by MACRO by more than one decade, in order tdical muon intensity and decoherence function have been
include the composition results from Fly’s Ey80] in the  compared with the predictions of this model.
EeV region. The dash-dotted line gives ##%) dependence
on primary energy arising from a two-component fit of the
ratio iron flux/proton fluxas obtained from Fly's Eye elon-
gation data between 16°and 10:%°eV. A three-component The depth intensity curve can contribute to the knowledge
analysis, with the insertion of a CNO component and fixingof the primary cosmic ray composition and can furnish fur-
the Fe contribution to 40%, gives the point represented withther information on the absolute normalization. As discussed
a star. in [37,21], the MACRO experimental vertical muon intensity

In Fig. 11(b) the fitted (A) is compared with different as a function of depth agrees with the world average within a
composition models: the light and heavy modElS], al- few percent, so that the comparison between our data and the
ready used as extreme compositiph6,15,17; the constant results of a Monte Carlo simulation confirms our understand-
mass compositiofCMC) model[19]; the 3 model, which is  ing of detector acceptance and overburden systematics. Fig-
the composition preferred in the EASTOP/MACRO coinci- ure 12 shows that two extreme models, the heavy and light
dence analysig20]; a recent model proposed by Swoldi] [18] ones, which are based on direct measurements as start-
in the context of a simple leaky box model, incorporating aing points for extrapolation to higher energies, are inconsis-
cutoff propagation pathlength to account for the unobservetent with the experimental behavior of the depth intensity
anisotropy at high energies. This comparison confirms thaturve. Assuming the MACRO composition model derived
MACRO data exclude a primary composition that becomedrom the A/R fit, we obtain good agreement between the
heavier with increasing energy, as dramatically as does thpredictions of the Monte Carlo simulation and the experi-
heavy model. Nevertheless the achieved resolution preventsental data, both in absolute normalization and slope. This
us from discriminating among different models that, thoughscenario is a further confirmation of the results of our previ-
originating from different physical hypotheses, are charactereus analyses based on trial modgel$,15,17.

A. The depth intensity curve
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FIG. 13. Comparison between experimental and predicted muon
decoherence d|str|bu“or[§\|/d D2 measured in MACROQ being FIG. 14. Comparison betWeen eXperimental and predicted muon
the muon pair separatidnfor events with any multiplicity. Full ~lateral separations, in MACRO, projected in the wire view for
circles: experimental data; open squares: light model; open circlegvents with any multiplicity. Same symbols as in Fig. 13. Projected
heavy model; open crosseafR fit model. Here each muon pair Separations lower timlal m have not been considered because of
enters with a 1N, weight, whereN,; is the number of unam- experimental inefficiencies in the close track separation. Here each
biguously reconstructed pairs. Experimental and predicted distribuluon pair enters with unit weight.
tions, normalized one to each other, are given in arbitrary units.
and then is dominated by the contribution of the heavy pri-
mary nuclei, reflecting the highest primary energy region to

The shape of the separation distribution of muon pairsvhich MACRO is sensitive.
measured by MACRO has been demonstrated to be sensitive As discussed in the companion papéd]|, decoherence
to hadronic interaction models, and has allowed a validatioranalysis at high multiplicity can be performed without bias
of the HEMAS interaction mode[25,26. A limited depen- by MACRO only by considering the muon separation inside
dence on the composition model is also shown in these rethe detector, projected in one view, in order to override prob-
erences. In Fig. 13 we plot the measured decoherence disttems with unequal efficiencies of reconstructing unambigu-
bution compared to the predictions from different ously muon pairs at different multiplicities. In Fig. 14 the
composition models. Here each multiple muon event havingddACRO experimental muon lateral separation projected in
Npair Unambiguously reconstructed pairs has unit weight, i.e.the wire view is shown superimposed to Monte Carlo pre-
each pair enters with a weightNy/;; [21] and the different  dictions, for events with any multiplicity. The different nor-
distributions are normalized one to the other in order to emmalization of the distributions obtained with the two “ex-
phasize the comparison of shape. Simulated events hateme” models, in conjunction with the shape analysis
been generated, using tReEmMAS hadronic interaction model, described above, show sensitivity of the muon lateral distri-
according to different composition models: the light andbution to primary composition. The prediction of the light
heavy model§18] and the model arising from ouk/R fit. model is in disagreement with the experimental data. The
We notice that theA/R fit model also provides the best normalizations of the heavy and t#gR fit models are in
agreement to the shape of the decoherence distribution igood agreement with the experimental data, apart from the
space. This is significant, since we do not use the muoshape consideration derived from Fig. 13.
separation data in the fit. Enhanced sensitivity to primary composition is achieved

However, we note that the normalization of the decoherfrom the study of the same distribution as a function of the
ence curve is also of interest, since it introduces additionamultiplicity. In Fig. 15 the comparison between experimental
sensitivity to the spectrum and composition of primary cos-and Monte Carlo distributions for events with multiplicities
mic rays. The primary composition has different effects onN,=2, N,=3, N,=4-6, andN,=7-20 is shown. From
the muon flux and decoherence curve normalization. The inthese comparisons one can extract interesting information.
clusive muon flux tends to be dominated by the proton parfor low multiplicity events the predictions of the two “ex-
of the primary composition, while other nuclei, if present, treme” models are very similar, while the sensitivity to pri-
give large contributions to the decoherence cy2@. This  mary composition increases at higher multiplicities. The
is due to the fact that in the decoherence curve a single evehight model, which contains a very small fraction of heavy
of high multiplicity multiplicity N, weights heavily by pro- nuclei, underestimates the rate of muon pairs in the whole
ducingN (N, —1)/2 pairs. Therefore the decoherence func-separation range, independent of the event multiplicity. On
tion receives a large contribution from the richest bundleghe contrary the heavy model, which contains a large fraction

B. The decoherence curve
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ratios. In Secs. IV B and V we have shown that the best fit of

ke, these ratios does not alter the main conclusions reached with

5oe the absolute rate®.g., spectral indexes and average primary

o°8, mass dependence on energyherefore the main contribu-

* tion to systematic uncertainties in our Monte Carlo simula-

: 02 g o tion is due to the hadronic interaction model that could even-

-3f 088835‘,, o0 8.4 tually act differently in the various energy regions. In Sec.
3 o ! (O %i I1 A this effect is estimated to be of the order of about 10% in

10‘4.|,....H.|\.$3%.ﬁm T FEETE RERR

Ee v T N3 canceled by applying the best fit procedure to the muon rate
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% the predicted multimuon rates. In order to study the depen-
. dence of our results from the best fit procedure on the
adopted hadronic interaction model, we applied the multi-
°, parametric fit procedure using tlsBYLL code as hadronic
interaction model. The predicted multimuon rat& have
been calculated using probabilitid3,(E,N,) calculated
with siByLL on a reduced sample of simulated events, in
. place of those calculated withemAS. The all-particle spec-
_3: %, $% — “oay % . trum arising from the fitting procedure assuming sheyLL
@Q#*% o E B %, 0 model is at most of the order of 10% lower than the one
F Tﬁ ﬁ i ¢ #ﬁfﬁ ﬂ‘? shown in Fig. 7, obtained witiiEMAS. This value can be
10 Lis BT éﬁ Lttt considered as an estimate of the systematic uncertainty in our
fitting procedure. Nevertheless the results from the fit using
thesiByLL model are very similar to the corresponding ones
FIG. 15. Comparison between the experimental muon laterawith HEMAS, in terms of (A) and relative abundances of
separations, in MACRO, projected in the wire view as a function ofmass groups.
the event multiplicity. Same symbols as in Fig. 13. Here each Important sources of uncertainties in the hadronic interac-
muon pair enters with unit weight. tion model(HEMAS, SIBYLL, and in general any other model
come from our limited knowledge of proton air and nucleus-
of heavy nuclei, has a different behavior. The predictions oftl inclusive meson production at very high energies. A
this model are very similar to those of the light model for Model for hadronic and nuclear interactions to be used in
cosmic ray physics should work from the pion production
o o ; o threshold up to the highest possible primary energies. Ex-
the experimental data for separatiosad0 m, but is in good i ! - ;
agreement with experimental data for larger separations. F&erimental results from collider and fixed target experiments
multiplicities N, =4—6 the heavy model agrees with experi- at accelerators provide important inputs up to a proton en-
mental data in the whole separation range. Increasing thg'9Y Ep~ 1000 TeV. However, in the highest energy part of
multiplicity (N,=7-20, the heavy model overestimates the the energy region investigated in this search,_ which corre-
experimental rates, clearly indicating that this model con-SPONds to center-of-mass energigs= 10 TeV [i.e., ener-
tains an excess of heavy nuclei with respect to the real corfies reached at the CERN Large Hadron CollidgdC) or
tent of these nuclei in the primary cosmic rays. We alsgdreatet no direct collider measurements are yet available,
notice that at high multiplicity the shapes predicted by thednd lower energy data must be extrapolated. Nucleus-
light and heavy models are different from the measured one§ucleus data from accelerator experiments need a much
The MACROA/R fit model reproduces the lateral distribu- stronger (laxtre.lpolanon. Th|s sr;uanon pould lead to the behef
tion of experimental data in the whole multiplicity range that possible |r_1adequaC|es of interaction mod(_als, that are tai-
both in shape and normalization. This is an important resulfor®d to experimental data, are increasing with energy, but
of this analysis, since it shows that the composition estj&r€ virtually absent in the energy region below the knee.

mated from muon rates only is consistent also with highefndeed our results obtained from tA¢R fit show the stron-
order features of multimuon events. gest discrepancies with existing cosmic ray data just in that

region.

A more careful study about hadronic interaction mecha-
nisms shows that possible uncertainties are also present at

We have pointed out that our results exhibit some dislower energies. For the relevant kinematical region accessed
agreement with the existing direct measurements in the prite.g., the Feynmag-interval), there are important differ-
mary energy region 10—-100 TeV. We cannot discuss resultsnces between cosmic ray cascades and particle production
from other experiments here, but we show outcomes resulat accelerators. At colliders, the central region in hadron-
ing from a deep investigation about the uncertainties whicthadron collisions is usually best measured. At lower ener-
can affect the calculation of our multimuon rates. As alreadygies, in fixed target experiments, the forward fragmentation
mentioned in Sec. Il, these are uncertainties in the hadronitegion is more easily accessible, yet very little data are avail-
interaction model, in the knowledge of the map of the rockable atxg exceeding 0.1. Multiple muons observed in under-
around MACRO, and in muon propagation through the rockground detectors come from different kinematical regions
The uncertainties from the knowledge of the rock arounddetermined by the energy of primaries that produce the
MACRO and the muon propagation through the rock can benuons. In particular, one can see that multimuon events
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N,=2. ForN,=3 it predicts a rate of muon pairs lower than

VIl. DISCUSSION
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TABLE VI. Averagex of the parent of the muons at MACRO with what has been previously discussed by other authors. It
depth, in different ranges of primary energy. Events generated using therefore likely that the disagreement between our under-

the HEMAS interaction model. ground muon analysis and direct measurements cannot be
solved in a straightforward way. In our opinion this fact of-

E (TeV) N,=1 N,=2-4 N,=5 fers interesting hints which motivate further phenomenologi-
cal and experimental studies.

<10 0.41 0.34

10-1¢° 0.25 0.19 0.09 APPENDIX A: £2 MINIMIZATION

10%-10° 0.23 0.19 0.16 _

103-10* 0.22 0.20 0.18 The estimate of the elemental flux parameters has been

10%-108 0.20 0.20 019 performed through a minimization of the functigh[see Eq.

(9)], in which these parameters appear in two distinct terms:
(1) a x? term (y2) based upon muon multiplicity rates from

originating from less energetic primaries are preferentialyMACRO data(7). This term includes the flux parameters in
produced from parents in the very forward fragmentation rethe convolution integral3); (2) a x? term (x3) built up with
gion, whereas at higher primary energies the correspondingirect measurements of individual spectt#).
production kinematical region is at lowetz. Table VI The two pieces are used to define the minimizédunc-
shows this fact at different primary energies and for a fewtion through a linear combination, with fixéde., not esti-
groups of muon multiplicities. In particular it can be recog- mated weight parameters. However the two contributions
nized that the highest- parents are the main contributors of have quite a different role in our best fit procedure. The first
the low multiplicity muon events and then largely determineis the primary term from which we want to estimate our
the inclusive muon rates. Therefore possible inadequacies ®Brameters and then the corresponding weight & 1) is
the hadronic interaction models in the far fragmentation renot changed during the fit process. The second term has the
gion could, at least partly, explain the discrepancies betweefple of constraining the flux parameters to a limited region of
multimuon results and direct measurements. the parameter space and therefore the corresponding weight
(\p) is changed. It is straightforward that setting to O is
equivalent to a best fit of MACRO data alone.
The adopted procedure of constraining the flux param-
The multiparametric fit of muon rates is a successful tooleters with external measurements has been suggested by the
for studying the primary cosmic ray composition. Having following considerations.
chosema priori the HEMAS interaction model, our results are (i) The high number of free parameters and the depen-
the following. dence of the muon rates on the composition parameters,
Multimuon data require the contribution of all the elemen-through a convolution of primary spectra over a wide energy
tal groups in order to explain the observed muon rates in #&ange, prevent us from estimating the primary composition
wide multiplicity range. An important outcome of our fitting from the minimization of thexﬁ,, function with free param-
procedure is that MACRO data show sensitivity to the en-eters.
ergy steepening above the knee. (i) The application of limits on parameters could in prin-
The fitted all-particle spectrum exceeds, in the lower en<ciple solve the previous problem and then prevent the param-
ergy region, direct measurements byl0% at 10 TeV to eters from taking on unphysical values. The minimization
~50% at 100 TeV. Above~ 5000 TeV it shows a good with limited parameters is generallg.g., inMINUIT [41])
consistency with EAS array measurements. The spectral irechieved with a nonlinear transformation of the parameters
dexes of the fitted energy spectrum are 28605 for themselves and unavoidably introduces additional numerical
E<500 TeV and 2.20.3 for E>5000 TeV with a gradual difficulties to the process. Then the success of such minimi-
change at intermediate energies. The same fit procedure, apation strongly depends on the minimized function and, in
plied to the ratios of muon rates to single muonsany case, it is recommended to release the boundary condi-
[R(N,)/R(1)], permits cancellation of systematic effects re-tions after the minimum is reached, in order to get a reliable
lated to muon propagation through the rock. In this case thealculation of the covariance matrix. In our case this proce-
fitted spectrum shows a better agreement with low energgure turned out to be unsuccessful, mainly because of nu-
measurements, but the spectral indexes are roughly the sameerical problems arising from the intrinsically strong corre-
as in the fit of the absolute rates. lations among the parameters in the two-power-law function.
Both (A) and the relative abundances show little depenfurthermore, the functional form of elemental spectra pre-
dence on the primary energy below about 1000 TeV. Atvents an appropriate definition of the parameters boundaries.
higher energies the best fit average mass shows a mild ifks a result, minimizations performed using MACRO data
crease with energy, even though no definite conclusion caalone @2=X2M) with limited parameters gave us spectra in
be reached taking into account the increasingly large uncereasonable agreement with the ones obtained with the con-
tainties deriving from the fit. strained fit, but with parameter errors unreliable on account
We have shown that the most important source of unceref unsolved numerical inaccuraciés.g., covariance matrix
tainties comes from the choice of the hadronic interactiomot positive definitg
model. A comparison with a more recent modsigyLL, (iiil) The minimization process at decreasing values of
based on different physical assumptions, leads to spectra dif, showed a limiting minimum o2 at a value ofzp for
fering of the order of 10%, but with a very similar composi- which the minimization is still good and the evaluation of the
tion. These differences in the TeV muon yields are consistentovariance matrix is accurateee Appendix ¢

VIIl. CONCLUDING REMARKS
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Particular care has been taken in order to render the cal<~
culation of the£? function as free as possible of numerical A
inaccuracies. In our analysis, depending on the actual repre-&
sentation of the elemental flux¢s) and (6), the &2 calcula-
tion can be affected by rounding off errors due to the finite
word length in the computer analysis. In particular, the result  0-8 -
of the minimization process strongly depends on the energy
scale which is used therein. The standard scale that is used i
UHE C.R. literature, with primary energy in GeV, is inap- 0.6 -
propriate for our calculation. In fact, our multimuon rates are h,=0.01
sensitive to primary energies above a few 10 TeV and the I
expected spectra rapidly fall off with energy. An energy g4 L
scale of 10 TeV or more is also to be preferred in order to
avoid powers of too high energy values. We found that a
scale between a few TeV and a few ten TeV is preferred in

our fit; our final choice was an energy unit of 10 TeV. We 0.2 i
also redefined the flux parameters in order to render them all
of the same size. The spectral indexes(A) and y,(A)] 0 [ L

Raee 0 140 1Y N
are expected to be of the order of few units and therefore we 0 20 40 60 80 100 120 140,
applied modifications to the other parameters to have them in
the same range. This choice produces a covariance matrix

, G 2
calculated with good numerical accuracy. The spectra useéjBZFlc_s' ;6' Cu;nul(??fve pmb?b”'ty ;'St”bﬁgohr.@(zg) [Eq'
in our minimization have the form ), in the texi for different values of (solid histogramp For

comparison, dashed lines show the cumulag¥eprobabilities for

DA(E)=10 3k, (A)(E/10 TeV) 1A Awvm+Aprp degrees of freedom.
for E<10'cA*1 Tey, (A1)
®A(E)=K,(A)(E/10 TeV)~72A) abilities are very close to, and in some cases indistinguish-
A 2 able from, the cumulativey? probability with \y vy
for E>10 A+l Tay. (A2) +\pvp degrees of freedorfdashed curves
k1(A), v1(A) , ?/Z(A), andA.,(A) are the parameters that P(Bgz)%lep)‘MVM'H‘DVD(XZ)dXz' (B3)
are actually estimated. The new parameters are related to the £

in Eqs(5) and (6 . . . .
ones in Eqs(5) and(6) as This means that, in the range of weight parameters consid-

Ky(A)=10"3x,(A)(10 TeV) "), (A3)  ered in our fit,¢? behaves as g variable with a number of
degrees of freedontDF) given by

E.(A)=10"{A(10 TeV). (A4)
v=AyVmt+ApVp- B4
APPENDIX B: £ FUNCTION MIMEEDTD (B4
The &2 function defined in Eq(9) is not properly ay?
variable as it results from a linear combination of two dis- APPENDIX C: &%, AS A FUNCTION OF Xp
tinct 2 components. We calculated the probability distribu- ) i
tion of such a variable as In Appendix A we described the procedure we used to

estimate the flux parameters through a constrained fit of
MACRO multimuon data. For each value af, (< 1) a
minimum of the&? function has been calculated using the
)d)(f,l , MINUIT minimization package. The minimization turns out to
be successful up to very low values ®f, but numerical
(B1) problems, mainly in the calculation of the covariance matrix,
where P,(x?) is the probability ofy? with » degrees of prevent us from obtaining reliable parameters anq errors for
freedom. In Fig. 16 we show the cumulative probabilities *o<0.01. Figure 17 shows the values &hin (full circles)
reached at different values afy. A solid line shows the
corresponding number of degrees of freedom calculated ac-
5 o cording to Eq.(B4).
P(=£%)= sz(z)dz (B2) It is evident from this figure that2, has an asymptotic
behavior withAp and reaches a minimum value already at
as obtained from EqB1), in the range of\,, and\p we  \p ~ 0.01. At this value the minimum can be considered a
actually used in our fitX,, =1 andAp = 1-0.01. It can be reasonable estimate of the limiting value fop— 0 and
easily recognized that, in this range, our cumulative probthen to be approximately free of the constraints from the

fZ_AMXﬁ/l

o [€u " i
(&)= | PVMuM)ADPVD( -

0
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300 energy at various values af; . This fact gives us confidence

in the estimate of the flux parameters and points out the high
potential of multimuon data in the determination of the pri-
mary composition.

The actual value of the limiting minimum of¢?
(£2,,=13.6, which appears to be somewhat lower than the
“equivalent” number of degrees of freedofw=24, as
given by Eq.(B4)], requires additional discussion. The cor-
responding confidence level turns out to be 95% and
could suggest an overestimate of the error in the multimuon
rates at the various multiplicitigsee Eq.(7)]. The various
sources of experimental errors on muon rates are discussed
in [21]. These include errors from muon reconstructifor-
mula (5.2) in [21]), unfolding errors in the high multiplicity
region and systematic errors to account for the uncertainties
in the merging of the reconstructed data sample with the
scanned one. Apart from muon multiplicities 15, where
i o a[R™*N,)] is roughly equal to the statistical error at
0 LS e higher multiplicities both the systematic errors, and the un-

1072 1072 107" 1 folding errors are rather large and higher than the equivalent
o statistical ones. Thls fact, which is mherer}t in the adopted
method of analysis, partly explains the intrinsically low

FIG. 17. £, (full circles) as a function of the weight parameter value of &xin/Noe. Furthermore, we recall that also the er-
Mo . The solid curve shows the number of degrees of freedom caltors on predicted ratdsee Eq(7)] are roughly of the same
culated according to EdB4). order as the experimental ones. This is due to the impossi-
bility of increasing the size of the simulated data sample on
account of the extremely long CPU time required in the
event generatioffisee Sec. )l
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x5 component. This occurrence is of remarkable importance

for our purposes since it allows us to obtain a reliable esti-

mate of the parameter errors otherwise affected by unsolv-

able numerical problems. On the other hand, the best fit Pa- APPENDIX D: BEST FIT PARAMETERS AND ERRORS
rameters show a very weak dependence \gn and, in

particular, the global resulte.g., the all-particle spectrum  In the previous Appendix, we showed that the constrained
and the average primary mass as a function of primary erfit reaches an asymptotic value &f;, atA\p < 0.01. In Sec.
ergy) are roughly independent from it. This can be seen inlll B we give our results ah, = 0.01 for which the conver-

Fig. 18 where the average mass is plotted against primargence of the minimization process is reached without prob-
em and the covariance matrix is still accurate. The best fit

parameters obtained at thig, value, for the case qff,l built

2 40 ¢ N up with the absolute muon rat&§N ), (A/R fit) are shown
\Y; C N Q in Table 1V, in the usual ultrahigh energyHE) cosmic ray
S o s (CR) energy scaléGeV). Parameter errors are not given in
[ s Ao = 0.5 % that table, since they are meaningless at such a scale, so
30 [ eeemeeeseesnee Ao =01 x different from the one actually used in our fitee Appendix
r A = 0.01 X A), because of the strong correlations among parameters.
o5 [ \ Table VII shows the best fit parameters obtained in the
C \ A/R fit, from which the values reported in Table IV are
20 L % derived. As it can be easily recognized, both the energy scale
- e and the redefinition of the parameters render the minimiza-
X NS e tion free of possible numerical inaccuracies, being the best fit
15 ¢ parameters roughly of the same size. Furthermore, the cova-
K RN < riance matrix is accurate since also its elements range in a
10 B IR rather small interval of possible values. This is shown in
;\ N \\\ Table VI, where the nondiagonal elements of the correla-
5 L[ \ tion matrix are shown.
0 C Ll Lol ol L |..\<§

3

APPENDIX E: CONSISTENCY CHECK
OF THE MINIMIZATION PROCEDURE

10 10 107 o
E(GeV

FIG. 18. Average mass as a function of primary energy at dif-
ferent values of the direct measurement weight paramgtgy. (The In order to check our minimization procedure, we tried to
hatched area give®\) within = 10 error for A\p=0.01. reconstructa priori known primary cosmic ray composi-
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TABLE VII. Best fit parameters as obtained from the fit of the

absolute muon ratesA(R fit). For comparison the parameters ob- 105?
tained from the fit of MACRO data alonéM{/A fit) and the fit of 2
direct measurementsee Sec. Il B are also given. The parameters 104
of the M/A fit are reported without errors being obtained from a fit i s
with boundary conditiongsee Sec. Il B and Appendix)Ax; pa- I R ETT R S EE N ST Y R o
rameters are expressed in fns ! sr ! (10 TeV) L. 100 10® 10’ 10® 10°  10° 10 1o
MACRO  MACRO Direct 2!
No Type A/R fit M/A fit — measurements fit &
1 yiH) 267+ 013 2.7 2.81+ 0.04 ,51
2 gy (Ho 247x 021 2.4 2.65+ 0.07 o
3 9, (CNO) 242+ 0.15 24 2.56= 0.03 'c
4  y,(Mg) 2.48=* 0.12 2.4 2.57+ 0.03 o
5 v1(Fe 2.67=* 0.16 2.7 2.61+ 0.06 N
6  y(H) 278+ 0.13 2.8 3
7 y(He) 3.13* 0.26 3.1 5
8 v,(CNO) 3.58+ 0.53 3.2 Fo F
9 v»(Mg)  3.31=* 0.53 3.2 vl il sl ol Ll sl el
10 y,(Fe 246=072 28 R 1 Heevl’
11 k1 (H) 2.55* 0.24 2.6 1.99+ 0.08
12 K, (He) 17+ 1.1 1.4 1.75+ 0.17 FIG. 19. Input spectrébold line) and reconstructed spectra for a
13 «,(CNO) 0.81+ 0.31 0.90 0.72+ 0.03 constant mas; (.:o.mposition model with spectral indexes2.7 and
14 k,(Mg) 053+ 0.18 0.61 0.49¢ 0.02 v»=3 and a rigidity cutoff of 500 TV.
15 k1(Fe 0.50+ 0.21 0.63 0.52+ 0.03
16 Ay {Fe 2.75* 0.26 02.5

K1(A), two spectral indexesy; and y,, equal for each

group, and one energy cutoff. This case is of particular in-

terest for demonstrating the sensitivity of MACRO data to
tions. For this purpose events generated using specific te§@mpOSIt|0n since it allows us to perform the minimization
composition models have been processed through the sarpéthe x& term alon€fi.e., settingh p = 0 in Eq.(9)], without
multiparametric fit procedure as experimental data and théhe need of the constraining temg, - x3 and the consequent
fitted spectra have been compared with the input ones. Figextrapolation procedure described in Appendix C. It is im-
ure 19 shows the result for one of these checks when the tepbrtant to point out that the comparison between input spec-
composition model is a constant mass composition with ritra and fitted ones has to be done on their energy dependence
gidity dependent cutoff. The elemental spectra are deterand not comparing individual parameters. Each estimated pa-
mined by only eight parameters: five normalization factorsrameter is expected to agree with the corresponding input

TABLE VIII. Nondiagonal correlation matrix elements as obtained fromAlR fit. The correspondence between parameter number and
type is given in Table VII.

No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2 -0.37

3 0.33 -0.42

4 —-0.01 0.01 -0.02

5 0.00 -0.06 0.14 0.00

6 —-0.41 -0.02 —-0.03 —-0.09 -0.34

7 0.45 -0.38 0.42 0.05 0.01 —0.22

8 -0.21 0.17 0.12 0.03 —-0.37 0.32 -0.17

9 0.09 -0.16 0.40 —0.43 -0.24 0.19 0.33 0.03

10 0.02 0.09 —-0.31 0.02 —-0.84 0.23 —0.08 0.15 0.08

11 0.39 -0.93 0.24 0.03 0.03 —0.06 0.27 —-0.12 0.05 —-0.03

12 0.08 0.87 —0.18 0.00 —-0.08 -0.19 -0.12 0.08 —0.06 0.04 -0.87

13 -0.02 0.10 0.43 0.00 -0.01 -0.01 -0.07 -0.01 -0.03 0.03 -0.07 0.03

14 0.00 0.03 0.00 0.22 -0.01 0.03 —0.04 -0.03 0.13 0.01 —-0.08 0.01 0.00

15 0.01 0.01 —0.03 0.01 0.13 0.11 0.00 0.12 0.07 0.26-0.01 0.01 0.00 0.00

16 0.17 —-0.32 0.70 0.39 0.17 0.03 0.53 0.29 0.26-0.38 0.18 -0.13 —-0.06 —0.14 -0.04
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parameter within+ 1o, at 68% C.L.,when all the others ACKNOWLEDGMENTS

have any possible value in the parameter sp&&. Having

in mind this caveat, the consistency check turns out to be We would like to thank F. James, D. Drijard, and E.
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