Seasonal variations in the underground muon intensity as seen by MACRO
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Abstract

Using $5.33 \times 10^6$ single muons collected in $1.46 \times 10^4$ live hours by MACRO during the period 1991–1994, we have searched for a correlation between variations in the underground muon rate, $N_\mu$, and seasonal temperature variations in the atmosphere. These correlations are found to be present with high statistical significance. Analysis of the relatively complete December 1992–December 1994 subset of the data yields a value for the temperature coefficient, $\alpha_T = (T/N_\mu) (\partial N_\mu / \partial T) = 0.83 \pm 0.13$. Analysis of the total data set gives consistent results.

We have compared this result with the hypothesis that the muons observed in MACRO come from pion decays alone. Although our result is consistent with the 'pion only' hypothesis, a discussion of the sensitivity of our data sample to the kaon component of the cascades leading to observed muons underground will also be presented. © 1997 Elsevier Science B.V.

1. Introduction

Underground muons originate primarily from the decay of mesons produced in high energy interactions between primary cosmic ray particles and atmospheric nuclei [1]. As shown decades ago [2–4], fluctuations in atmospheric temperature lead to variations in the muon intensity observed at ground level and underground. Above ground, these variations have been relatively well-studied (Ref. [5] and references therein). However, there have been relatively few experimental measurements of these effects underground, and those that have been made have not always been in agreement with theory [6–15].

MACRO is a large acceptance, deep underground detector located in the Gran Sasso underground laboratory in Italy. Its large collecting area and great depth make it a powerful tool for the investigation of atmospheric temperature effects on the underground muon rate. MACRO’s large collecting area results in large number statistics. Its great depth translates into a greater fractional difference in the muon rate for a given temperature change when compared with shallower detectors. There are two reasons for this. At great depths muons tend to come from higher energy pion and kaon parents; these higher energy parents are more likely to interact in the atmosphere than decay. Since the temperature effect we seek is due to differential variations in the atmospheric interaction rate of the parent mesons, large depths tend to maximize the effect. Further, the muons reaching
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MACRO are sufficiently energetic that they are unlikely to decay to electrons, again increasing the magnitude of the effect.

In the work reported here, muon data obtained during 1991–1994 have been analyzed for systematic variations resulting from seasonal variations in atmospheric conditions.

2. Meteorological effects on the muon rate observed underground

2.1. Correlation of intensity variations with atmospheric temperature

The dependence of muon intensity variations on the atmospheric temperature is often expressed phenomenologically as [2]:

$$\frac{\Delta I_\mu}{I_0^\mu} = \int_0^\infty dX \alpha(X) \frac{\Delta T(X)}{T(X)}$$

(1)

In this equation, $I_0^\mu = I_\mu(T_0, > E_{th})$ is the differential muon intensity integrated from the detector threshold, $E_{th} (\approx 1.3$ TeV for MACRO), to infinity assuming the atmosphere is isothermal at temperature $T_0$, and $\Delta I_\mu$ are fluctuations about $I_\mu$; $\alpha(X)$ is the 'temperature coefficient' that relates fluctuations in the atmospheric temperature at depth $X$, $\Delta T(X)/T(X)$, to the fluctuations in the integral muon intensity; and the integral extends over atmospheric depth from the altitude of muon production to the ground. (For a detailed discussion of this relation, see the appendix.) For typical primary interactions at $\sim 20$ km, the upper limit of the integral can be extended to infinity [1]. As described by Barrett et al. [2], the temperature coefficient for a deep detector like MACRO is dominated by a positive correlation between the underground muon intensity and the atmospheric temperature. As the atmospheric temperature increases, the density of the air decreases and fractionally more pions/kaons decay to muons before interacting. Although the magnitude of $\alpha$ can be reduced somewhat by the decay of surviving muons to electrons, this effect is unimportant for MACRO where the threshold energy for muons at the surface to be detected underground is high.

There is also a variation of the intensity with pressure that was extensively explored by Sagisaka [5]. Detailed computations, however, show that fluctuations in the intensity due to pressure variations are at least an order of magnitude smaller than those due to temperature variations for deep underground detectors and are thus ignored in this analysis.

We now cast Eq. (1) in a form suitable for the experimental determination of $\alpha$. We write the integral muon intensity in the usual way,

$$I_\mu = \frac{N_i/t_i}{\epsilon A_{\text{eff}} \Omega}$$

where $N_i$ are the single muons observed during live time $t_i$, $\epsilon$ is the efficiency for muon track reconstruction, $A_{\text{eff}}$ is the detector effective area, and $\Omega$ is the total solid angle viewed by the detector. For data-taking over periods of weeks to months, $A_{\text{eff}}$ and $\Omega$ are constant. In addition, several investigations have shown that the magnitude of the fluctuations in the muon rate due to atmospheric temperature variations are small, of the order of a few percent. For this reason the data set used in this investigation has been very carefully defined to exclude effects that could mask the atmospheric variations we are searching for. We require track geometries such that the probability of track detection is known a priori to be 100%. A data set selected in this way has $\epsilon = 1$ and requires no corrections for efficiency. The fluctuations in the integral muon intensity are then

$$\frac{\Delta I_\mu}{I_\mu} = \left[ \frac{\Delta N_i/t_i}{\epsilon A_{\text{eff}} \Omega} \right] / \left[ \frac{N_i/t_i}{\epsilon A_{\text{eff}} \Omega} \right] = \left[ \frac{\Delta N_i/t_i}{N_i/t_i} \right] = \Delta R_\mu/R_\mu \approx (R_\mu - \bar{R}_\mu)/\bar{R}_\mu,$$

(2)
where \( R_\mu = N_i/t_i \) is the muon rate observed underground during live time \( t_i \) and \( \bar{R}_\mu = \sum N_i / \sum t_i \) is the average muon rate over the total data-taking period \( \sum t_i \).

As shown in the appendix, we can simplify the integral in Eq. (1) by introducing the ‘effective temperature’, \( T_{\text{eff}} \) [2]. With this approximation, the integral in Eq. (1) becomes

\[
\int_0^\infty dX \alpha(X) \frac{\Delta T(X)}{T(X)} = \alpha_T \frac{\Delta T_{\text{eff}}}{T_{\text{eff}}} \approx \alpha_T (T_{\text{eff}} - \bar{T}_{\text{eff}}) / T_{\text{eff}},
\]

(3)

where \( \alpha_T \) is the depth-weighted temperature coefficient and \( \bar{T}_{\text{eff}} \) is the average effective temperature during the data-taking period, \( \sum t_i \). With these approximations, Eq. (1) can be written

\[
\frac{\Delta R_\mu}{\bar{R}_\mu} = \alpha_T \frac{\Delta T_{\text{eff}}}{T_{\text{eff}}},
\]

(4)

where \( \Delta T_{\text{eff}} = T_{\text{eff}} - \bar{T}_{\text{eff}} \). This is the expression we have used to study the seasonal variations in the underground muon rate at MACRO. This is the experimental form of Eq. (A.11).

2.2. The effective temperature

The effective temperature, as defined in Eq. (A.8), is difficult to evaluate in general. However, for the case in which the observed muons come from pion decay alone, a simple expression for \( T_{\text{eff}} \) can be derived. In this case,

\[
T_{\text{eff}} = \frac{\int T(X) dX/X \left[ \exp(-X/\Lambda_\pi) - \exp(-X/\Lambda_N) \right]}{\int dX/X \left[ \exp(-X/\Lambda_\pi) - \exp(-X/\Lambda_N) \right]} \approx \frac{\sum_i [T(X_i)/X_i] \left[ \exp(-X_i/\Lambda_\pi) - \exp(-X_i/\Lambda_N) \right]}{\sum_i (1/X_i) \left[ \exp(-X_i/\Lambda_\pi) - \exp(-X_i/\Lambda_N) \right]},
\]

(5)

where \( \Lambda_\pi = 160 \text{ gm/cm}^2 \) is the atmospheric attenuation length for pions, \( \Lambda_N = 120 \text{ gm/cm}^2 \) is the atmospheric attenuation length for nucleons, and the integral is to the top of the atmosphere. We have approximated the integral by a sum to account for the fact that temperature measurements are only available at discrete levels \( X_i \). According to Barrett et al. [2], this form for the effective temperature includes the principal effects of the temperature distribution in the atmosphere by assigning weights to different atmospheric levels according to the relative importance of this level in the production of the muons observed underground. By making this choice for \( T_{\text{eff}} \), we are testing the hypothesis that the muons observed underground come from pion decay alone. To the extent that we see significant deviations from this model, we would conclude that kaon decay must be explicitly included in the analysis.

3. Data analyzed

3.1. Muon data sample

For this investigation, data have been collected with the lower structure of MACRO, which consists of six nearly identical units called supermodules, each of dimension 12.6 m \( \times \) 12 m \( \times \) 4.8 m. (For a complete description of the detector, see [16].) Each supermodule is further divided into two identical modules. Each module consists of 10 horizontal planes of streamer tubes, 12m \( \times \) 6m. The 8 innermost planes are separated by seven layers of 60 gm/cm\(^2\) absorber of low activity Gran Sasso rock. The two outermost planes are each separated from the next nearest streamer tube plane by a 25 cm layer of liquid scintillator.
consist of stacked tanks of liquid scintillator, 25 cm thick, sandwiched between six vertical streamer tubes planes. All streamer tube wires are read out, providing the X coordinate on the horizontal planes and the Z coordinate on the vertical planes. On the horizontal planes the second coordinate, D, is obtained by reading the pulses induced on horizontal aluminum strips oriented 26.5° with respect to the streamer tube axis. These strips allow stereoscopic reconstruction. Typically, the efficiency of the wires is ~95% to record a hit for a throughgoing particle; the efficiency of the strips is ~90%. In the track reconstruction algorithm, a search is first made for a set of aligned points. A linear fit to these selected points is then performed, and the track parameters are calculated. A muon track is reconstructed if hits are recorded on at least four horizontal planes, both in the wire and strip views. The probability that a muon crossing 10 horizontal planes of streamer tubes will have a reconstructed track is better than 99%.

We first applied a run cut to ensure that the streamer tubes were operating efficiently. Within a run we then applied a geometrical cut: individual events were required to cross all 10 horizontal streamer tube tracking planes; in practice we applied this cut by accepting those tracks pointing through the top and bottom planes of a single module. In addition, only single track muon events were analyzed to avoid any tracking ambiguities. By carefully investigating events that triggered the top and bottom scintillator planes of a single module we have found that virtually 100% of events with this geometry resulted in a reconstructed track. Therefore, by selecting events with this geometry, we have defined a data set with \( e = 1 \) that requires no corrections for efficiency.

Monte Carlo computations, like those described in [17], show that the acceptance for the lower six supermodules for events crossing the top and bottom planes of the entire detector in a single module is \( A_{\text{eff}} \times \Omega \approx 901.8 \, \text{m}^2 \times 1.90\pi \, \text{sr} \approx 5,400 \, \text{m}^2\text{sr}. \)

Data were collected during a 4 year period starting in January 1991, when the streamer tubes in all six supermodules were turned on, and ending in December 1994. The data used in this analysis were divided into two sets based on the relative performance of the streamer tube system: the first set is comprised of runs from January 1991–November 1992 when the streamer tube system had yet to be optimized (data set 1); the second, higher quality data set includes runs from December 1992–December 1994 when MACRO operated in a mode optimized for data-taking (data set 2).

The specific data cuts used in this analysis are listed below in the order in which they were applied. Given in parentheses are the percentages of events lost due that cut for data set 1 and data set 2, respectively, based on the number of events surviving the previous cuts.

**Event cuts.**

(1) Events were required to have a single track in both the strip and wire views (4.5%, 4.5%).

(2) Events were required to geometrically cross all 10 streamer tube planes in a single module (53%, 53%).

The run cuts were made in a manner that reflects the way in which MACRO data are read out. In the MACRO data acquisition system, the data from two adjacent supermodules (4 modules) are read out by individual \( \mu \text{VAX} \) computers. Except for run cut #1, run cuts were consequently made on a \( \mu \text{VAX}-\mu \text{VAX} \) basis to minimize the exclusion of good data from the analysis.

**Run cuts.**

(1) Runs were cut when all six supermodules were not in acquisition (37.6%, 12.1%).

(2) Runs with low wire efficiency and/or low strip efficiency were cut. In particular, runs were cut when the average number of wire hits read out was less than 9.0/10 or for which the average number of strip hits read out was less than 8.0/10. (27.3%, 6.8%). Tests verify that for all runs passing these cuts, 100% of the 10 plane crossers within one module had tracks reconstructed. The runs excluded due to this cut are shown shaded in Fig. 1 where the average number of wires read out and the average number of strips read out for the two data taking periods have been plotted. For the primary data set, data set 2, this cut is not extremely restrictive. For data set 1, the same cut was adopted as a measure of run quality.

(3) Runs with rates that deviate by more than 3\( \sigma \) from the mean were cut (1.0%, 2.0%).

(4) Several runs were cut due to problems recorded by run coordinator or the shiftworkers in the online log.
Fig. 1. Average number of wire planes and strip planes read out for events crossing 10 streamer tube planes in one MACRO module computed on a run-by-run basis for two data taking periods. The run cut was based on the December 1992-1994 data-taking period. The same run cut was imposed on the 1991-November 1994 data-taking period when the MACRO streamer tube system had not yet been fully optimized for data-taking.

Table 1
Data sample – the effect of cuts on the number of selected single muons and effective live times

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Total Before Cuts</th>
<th>After Event Cuts</th>
<th>After Run Cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Muons</td>
<td>Live Time (h)</td>
<td># Muons</td>
</tr>
<tr>
<td>Jan. 1991-Nov. 1992</td>
<td>$1.11 \times 10^7$</td>
<td>1.28 x 10^4</td>
<td>$4.71 \times 10^6$</td>
</tr>
<tr>
<td>(data set 1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dec 1992-Dec 1994</td>
<td>$1.19 \times 10^7$</td>
<td>1.39 x 10^4</td>
<td>$5.06 \times 10^6$</td>
</tr>
<tr>
<td>(data set 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>grand totals</td>
<td>2.30 x 10^7</td>
<td>2.67 x 10^4</td>
<td>9.77 x 10^6</td>
</tr>
</tbody>
</table>

books (1.3%, 4.5%).

In Table 1 we list for each data set the effect of the cuts on the number of muons and the effective live time. This table clearly shows that the overall data quality is significantly higher in data set 2. Given along the
Fig. 2. Monthly variations in the mean muon rate, \( \Delta R_\mu = (R_\mu - \bar{R}_\mu) \). \( R_\mu \) is the mean monthly rate and \( \bar{R}_\mu = 364.8 \text{ muons/hr} \) is the mean rate computed for the December 1992–1994 data set. The errors are dominated by statistical errors in the rates.

Bottom row are the totals; the data sample comprises a grand total of \( 5.33 \times 10^6 \) muons and a total live time of \( 1.46 \times 10^4 \) hours.

In Fig. 2 we show \( \Delta R_\mu = (R_\mu - \bar{R}_\mu) \) (muons/hr), by month from June 1991–December 1994. \( R_\mu \) is the monthly average of the rate and \( \bar{R}_\mu = 364.8 \text{ muons/hr} \) is the average rate for December 1992–December 1994. The errors on \( \Delta R_\mu \) in Fig. 2 are the quadratic sum of the statistical error in the monthly rate, \( \sqrt{\sum N/t} \), and the error in the mean, \( \bar{R}_\mu \). This figure (and Table 1) suggests that the data for 1991 and 1992 are incomplete. Further, the months for which the complete MACRO was in acquisition were the summer months when rates are expected to be systematically higher than the yearly mean (the seasonal effect we seek). Consequently, if the 1991–1992 data were used in the computation of \( \bar{R}_\mu \), the mean would be biased high. For this reason, we have only used the relatively complete data sample from December 1992 through 1994 (data set 2) in the computation of \( \bar{R}_\mu \).

Fig. 2 clearly shows that there are seasonal variations in the muon rate of magnitude a few percent, as expected.

3.2. Temperature data

The temperature data were provided by the Ispettorato Telecomunicazioni ed Assistenza Volo dell’Aeronautica Italiana. For the years 1991–1993, the data were obtained at 8 atmospheric depths (700 gm/cm\(^2\), 500 gm/cm\(^2\), 300 gm/cm\(^2\), 150 gm/cm\(^2\), 70 gm/cm\(^2\), 45 gm/cm\(^2\), 35 gm/cm\(^2\), 25 gm/cm\(^2\)) four times daily: 0\(^\circ\), 6\(^\circ\), 12\(^\circ\), and 18\(^\circ\). In 1994, there were only two flights per day, at 11\(^\circ\) and 23\(^\circ\). The depth sampling during these flights was much finer, however. To be consistent with the previous years we only used data at depths \( \leq 700 \text{ gm/cm}^2 \).

We computed \( T_{\text{eff}} \) using Eq. (5) with the data returned from each flight. For each month, we computed the mean of the distribution of that month’s effective temperatures. In Fig. 3 we show the monthly fluctuations in this mean, \( \Delta T_{\text{eff}} = (T_{\text{eff}} - \bar{T}_{\text{eff}}) \), where \( T_{\text{eff}} \) is the mean effective temperature for the month, and \( \bar{T}_{\text{eff}} = 217.8 \text{ K} \) the average mean effective temperature computed for the complete data set. The monthly error on \( \Delta T_{\text{eff}} \) is taken equal to the standard deviation of the \( T_{\text{eff}} \) distribution for that month. The larger errors for 1994 are likely due to poorer sampling during the day.
Fig. 3. Monthly variations in the effective temperature, $\Delta T_{\text{eff}} = (T_{\text{eff}} - \bar{T}_{\text{eff}})$, where $T_{\text{eff}}$ is the mean of the monthly effective temperature distribution and $\bar{T}_{\text{eff}} = 217.8$K is the mean effective temperature for the complete data set (1991-1994). The errors on the fluctuations are taken as the standard deviation in the $T_{\text{eff}}$ distribution for that month.

Fig. 4. The superposition of the mean monthly variations in the muon rate, $\Delta \bar{R}_\mu / \bar{R}_\mu$ (%), and the mean monthly variations in the effective temperature, $\Delta T_{\text{eff}} / \bar{T}_{\text{eff}}$ (%) for the December 1992-1994 data set.

4. Results

4.1. Correlation of the fluctuations

In Fig. 4 we superpose the percentage fluctuations in the effective temperature for December 1992-December 1994 onto the percentage fluctuations in the muon rate. Our analysis concentrates on the data set from December 1992-1994 since these data are the most complete and MACRO was running in an optimized data-taking mode.

There is a clear correlation present between the systematic variations in the underground muon rate and the variations in the effective temperature. To quantify the significance of the correlation, we have computed both the correlation coefficient and the chance probability that the variations in the muon rate and the effective temperature are uncorrelated (null hypothesis). The results of these computations are given in Table 2. This table clearly demonstrates that the variations in the muon rate and the effective temperature are highly correlated.
Table 2
Correlation coefficient and probability that variations in the muon rate and variations in the effective temperature are uncorrelated (null hypothesis)

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Correlation Coefficient</th>
<th>Probability of Null Hypothesis</th>
<th>( \alpha_T )</th>
<th>( \alpha_T/T_{\text{eff}} \times 100^a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993–1994</td>
<td>0.83</td>
<td>( 1.7 \times 10^{-6} )</td>
<td>( 0.83 \pm 0.13 )</td>
<td>( 0.38 \pm 0.057 )</td>
</tr>
<tr>
<td>1991–1994</td>
<td>0.91</td>
<td>( 3.3 \times 10^{-5} )</td>
<td>( 0.98 \pm 0.12 )</td>
<td>( 0.45 \pm 0.055 )</td>
</tr>
</tbody>
</table>

\( a \) the units in which \( \alpha_T \) is usually expressed.

Fig. 5. The superposition of the mean monthly variations in the muon rate, \( \Delta R/\bar{R} \) (\%), and the mean monthly variations in the effective temperature, \( \Delta T_{\text{eff}}/T_{\text{eff}} \) (%) for the averaged total data set, 1991–1994.

Finally, we have repeated the analysis for the combined data for 1991–1994. In this analysis, we have averaged the data for a given month over all four years. The four-year monthly average muon rates we computed are shown in Fig. 5. As before, we have only used data from December 1992 through 1994 in the determination of \( R/\bar{R} \) to avoid bias. Superposed are the monthly weighted means of the temperature variations. The results of the correlation analysis are given in Table 2. These variations are also highly correlated.

4.2. Experimental determination of \( \alpha_T \)

In our determination of \( \alpha_T \), we first used the December 1992–December 1994 data set. The computation proceeds by fitting the regression line of the form shown in Eq. (4) using the algorithm in Numerical Recipes [18] that includes errors in both variables, \( \Delta R/\bar{R} \) and \( \Delta T_{\text{eff}}/T_{\text{eff}} \). As discussed in this reference, when there are errors in both variables, there is no simple least-squares alternative to their procedure. In Table 2 we give the result of this computation, \( \alpha_T = 0.83 \pm 0.13 \); repeating the analysis for the total data set, we find \( \alpha_T = 0.98 \pm 0.12 \). The formal error for the primary data set is larger primarily due to the larger errors in the 1994 temperatures. This table also lists the value of \( \alpha_T/T_{\text{eff}} \times 100 \) (\%/K), the units in which \( \alpha_T \) is often expressed.

4.3. The predicted \( \alpha_T \)

We have computed the expected value of \( \alpha_T \) for MACRO under the assumption that the muons come from pion decay alone. To the extent that the experimental result differs from this value, we can conclude kaons
Fig. 6. Experimental determination of the temperature coefficient $\alpha_T$ compared with the expected value for muon production from pion decay alone as a function of depth. The value determined here is labelled MACRO; other experimental values include Baksan [10], Barrett [2,6], Hobart [14], Kamioka [12], Matsushiro [11], Poatina [8], Sherman [13], Torino [7], and Utah [9]. The expected curve is from Eq. (A.17), with the energy-depth relation given by Eq. (A.3). The correction for muon decay to electrons is taken from Barrett et al. [2]. Typically, measurements are reported as $\alpha_T / T_0$ in units%/K. Here we compare experimental results to $\alpha_T$, the experimentally determined quantity. For experiments not reporting $T_0$, we chose $T_0 = 223$ K, as given in Barrett et al. [2].

must be included in the analysis. For comparison with our experimental value, we compute the average of Eq. (A.18),

$$\langle \alpha_T \rangle \pi = \left\langle \frac{1}{1 + \frac{\gamma}{\gamma + 1} \times \frac{E_{th} \cos \theta}{1.1 E_{th} \cos \theta}} \right\rangle. \tag{6}$$

Here $E_{th} \cos \theta$ is the product of the threshold energy, $E_{th}$, and the cosine of the zenith angle, $\theta$, for events in the muon sample. In addition, $\gamma$ is the spectral index of the muon intensity, which for MACRO is $\gamma = 1.78$ [19]. We have written a Monte Carlo program to calculate the expected value for $\langle \alpha_T \rangle \pi$.

For this computation, we first chose a muon energy, $E_\mu$, and zenith angle, $\theta$, from the inclusive muon intensity, Eq. (A.1), and a random azimuthal angle, $\phi$. For the zenith and azimuthal angles selected, we found the rock depth, $D(\theta, \phi)$, from the known rock distribution above MACRO. Using the MACRO survival probability tables, we then randomly selected whether this muon reaches MACRO. If the muon successfully reaches the detector, we tested whether this muon would successfully cross 10 planes in a single module by placing it at a random position on the top of the detector and checking whether its momentum vector points through the bottom face of the module directly below its starting point. Using successful 10 plane crossers we computed the average $\langle \alpha_T \rangle \pi$.

We simulated the systematic effect of excluding multiple muons from the data analysis by using the parameterizations of coincident multiple muons described in Gaisser [11], although we expect the effect of multiple muons on the data sample to be small. Multiple muons are relatively rare and should have only a small impact on the analysis. In addition, multiple muons come on average from primaries of higher energy than single muons. As seen in Fig. 6, where $\langle \alpha_T \rangle \pi$ is plotted for MACRO (as described below), the curve for $\langle \alpha_T \rangle \pi$ flattens out at depths below MACRO. Since muons that survive to lower depths typically come from higher energy primaries, this curve also shows the effect of including a greater fraction of high energy primaries on the computation of $\langle \alpha_T \rangle \pi$. This figure also suggests that the effect of including multiple muons in the analysis should be minimal.
In this simulation, we only investigated the effect of double muons; if double muons have a negligible effect, we expect that the much rarer higher multiplicity bundles would have an even smaller impact on our data analysis. For each successful 10 plane crosser of energy $E_\mu$ at the surface, we selected a primary energy out of the 'muon response function' appropriate for muons with $> E_\mu$. As discussed by Gaisser [1], the muon response function is the integral of the distribution of cosmic rays with primary energies, $E_0$, that produce muons at the surface with energies $> E_\mu$, $dN_\mu(> E_\mu)/dE_0$. In particular, we used the muon response function for muons $> 139$ GeV, as computed by Gaisser [20], which we extrapolated to the appropriate $> E_\mu$ assuming that the response function scales with energy [21]. This procedure is an approximation that we adopt in lieu of detailed computations of atmospheric cascades to determine the primary energy distribution for all appropriate values of $E_\mu$. The effect of this approximation is to overestimate the parent nucleon energy, thereby overestimating the fraction of muon bundles excluded by our data analysis. Using the selected parent energy, we then chose a primary nucleus out of distributions obtained by combining the proton and helium spectra from JACEE [23] and the heavier mass group spectra from CRN [24]. These choices were motivated by the conclusions of the MACRO multiple muon studies [22] which find that these mass spectra provide the most consistent fit to the multiple muon data. Once the energy and mass of the primary were chosen, we used the parameterizations in Gaisser [1], which are based on the work of Forti et al. [25], to select a multiplicity for the event. Those events with multiplicity greater than 2 were excluded from the computation; those events with multiplicity 1 were counted in the computation. For events with multiplicity 2, we continued by selecting a separation distance from the lateral spread distribution in Gaisser [1]. We combined the selected lateral distance and a random azimuth with respect to the first muon to determine a trajectory for the second muon, and tested whether the second muon crossed any face of MACRO. If the second muon hit MACRO, the event was excluded; if it missed, the event was counted. These computations show that the exclusion of multiple muons changes $\langle \sigma_T \rangle_\pi$ by $\sim 0.1\%$. The effect of systematics on these Monte Carlo computations, for example the extrapolation of the muon response function to higher energies or the CRN/JACEE spectra for the primaries, is hard to quantify. It is unlikely, however, that these systematics could alter the result by more than an order of magnitude. We believe therefore that these computations demonstrate that the exclusion of multiple muons has a negligible effect on the data analysis presented here.

The results of the calculation show $\langle \sigma_T \rangle_\pi = 0.96$. When kaons are included in the scaling limit, $\langle \sigma_T \rangle = 0.90$, a 6% difference from the pion-only value. Further, it needs to be stressed that this is a 6% variation on $\sim 4\%$ peak-to-peak fluctuations. The simulation shows that excluding double muons from the analysis has virtually no effect on the results; we extrapolate from this result that excluding all multiples has no effect on the results. Based on these Monte Carlo calculations, we have also found that the fraction of muons coming from pion decays in our data sample to be 0.77, and the fraction from kaon decays to be 0.23.

Volkova and Zatseypin [26] who made an extended and detailed computation of the temperature coefficients for all possible mechanisms of high energy muon generation found results similar to those presented here.

4.4. Comparison with other experiments

In Fig. 6 we show the MACRO result compared with other measurements taken from the literature. The theoretical curve has been computed for muons from pion decay alone, corrected at low energies for muon decay to electrons according to Barrett et al. [2]. Again, Eq. (6) was used for the Monte Carlo computation of $\langle \sigma_T \rangle_\pi$. For each depth in the grid, we chose a muon energy, $E_\mu$, and zenith angle, $\theta < 72^\circ$, from the inclusive muon intensity, Eq. (A.1), and a random azimuthal angle, $\phi$. We then tested whether the selected muon had sufficient energy to reach a perfect detector at this depth, assuming a flat overburden. The average was computed for 10,000 successful muons. No experiment-specific data cuts were made, as in the MACRO-specific computation of $\langle \sigma_T \rangle_\pi$ described above. At shallow depths, $\langle \sigma_T \rangle_\pi$ is small because the threshold energy is so low that interactions are unimportant in the cascades. At large depths, $\langle \sigma_T \rangle_\pi$ increases slowly because the cascades are now totally dominated by collisions. As seen in Fig. 6, the MACRO result is consistent with this
hypothesis. References to the other experimental values are listed in the figure caption. Typically, measurements are reported as \( \alpha_T/T_0 \) in units \%/K. We have chosen to compare experimental results to \( \alpha_T \), the experimentally determined quantity. For comparison, we list \( \alpha_T/T_{\text{eff}} \) in Table 2. For experiments not reporting \( T_0 \), we chose \( T_0 = 223 \) K, as given in Barrett et al. [2]. The results from Sherman [13], Utah [9] and Poatina [8] deviate significantly from the theoretical curve; these discrepancies are likely due to their choice of a value of \( T_0 \) from lower altitudes, 100–300 mb.

5. Conclusions

We have analyzed \( 5.33 \times 10^6 \) single muons obtained over \( 1.46 \times 10^4 \) live hours during 1991–1994 in a search for correlations between variations in the underground muon rate seen in MACRO and systematic seasonal variations in atmospheric temperature. We find that these correlations are clearly present. Computation of the correlation coefficient quantifies that the correlation is extremely unlikely to be due to random chance.

The MACRO results are consistent with measurements made at similar depths by other experiments and with the theoretical expectation for muons coming from pion decay alone.

The experimental determination of the temperature coefficient, \( \alpha_T = 0.83 \pm 0.13 \), allows us to assess the sensitivity of our measurement to the addition of kaons into our flux models. If we define as the “null hypothesis” the case that all muons detected in our apparatus result from pion decays alone, our results are not inconsistent with this hypothesis. However, the introduction of the kaon contribution into these calculations gives slightly better agreement between our data and the expected value of \( \alpha_T \). The lack of sensitivity to the kaon component is not due to lack of statistics, but rather the large uncertainty in the experimental temperature coefficient that comes mostly from the errors in \( T_{\text{eff}} \). This approximation to the true run of temperature with depth is unlikely to accurately quantify \( \alpha \) with the precision necessary to see an effect of \(< 1\% \) in the muon rate (a 6\% change in a 4\% fluctuation).
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Appendix A. Dependence of intensity on atmospheric temperature

As described in Gaisser [1], the differential intensity of muons as a function of energy at the surface, \( dI_\mu/dE_\mu \), is given by the integral of the production spectrum of muons, \( P_\mu \), over atmospheric depth, \( X \) (gm/cm\(^2\)),

\[
\frac{dI_\mu}{dE_\mu} = \int_{0}^{\infty} dXP_\mu(X, E_\mu)
\]

\[
\int_{0}^{\infty} dXP_\mu(X, E_\mu)
\]
Here $E_{\mu}$ is the muon energy; $\theta$ is the muon zenith angle; $\gamma = 1.78$ is the spectral index for the muons observed by MACRO [19]; and $\varepsilon_{\pi} = 115$ GeV and $\varepsilon_{K} = 850$ GeV are the pion critical energy and the kaon critical energy, respectively. This expression, which interpolates between low and high energy approximations, matches well the differential intensity at the depth of MACRO. The constants in this expression have been obtained from experimental data on cross sections and branching ratios. In the present analysis we are chiefly interested in the integral spectrum,

$$I_\mu(> E_{th}) = \int_{E_{th}}^{\infty} dE_{\mu} \frac{dI_\mu}{dE_{\mu}},$$

(A.2)

where

$$E_{th} = E_{th}(\theta, \phi) = 0.53 \text{ TeV} \quad (e^{0.4T} - 1)$$

is the muon energy threshold for reaching MACRO from direction $(\theta, \phi)$ through rock depth $D = D(\theta, \phi)$ in kilometers of water equivalent. In analogy with Barrett et al. [2], a fair approximation to the integral in Eq. (A.2) is given by

$$I_\mu \approx B \times E_{th}^{\gamma} \times \left[ \frac{1}{\gamma + (\gamma + 1)1.1E_{th} \cdot \cos \theta/\varepsilon_{\pi}} + \frac{0.054}{\gamma + (\gamma + 1)1.1E_{th} \cdot \cos \theta/\varepsilon_{K}} \right].$$

(A.4)

The sensitivity of the muon intensity to atmospheric temperature depends on the relative importance of interaction processes and decay processes in the atmospheric pion/kaon cascades that result in the muons seen underground. When interactions dominate, temperature variations translate directly into rate variations, making the muon rate sensitive to temperature. When decays dominate, the muon rate is less sensitive to the same temperature variations. The pion/kaon critical energy separates these two regimes; for pions, interactions dominate when

$$E_{\pi} >> \varepsilon_{\pi} = \frac{m_{\pi}c^2 H(T)}{c \tau_{\pi}},$$

where $m_{\pi}$ and $c \tau_{\pi}$ are the mass and decay length of the pion; and $H(T) = RT/Mg$ is the atmospheric scale height for an isothermal, exponential atmosphere. A similar expression holds for kaons. The temperature dependence of $I_\mu$ is contained in the critical energy functions $\varepsilon_{\pi}$ and $\varepsilon_{K}$. To first approximation, most of the particle interactions occur in the first few interaction lengths, and $H(T) \approx H_0 = 6.4 \text{ km} \ [1]$. To find the variation of the integral intensity with atmospheric temperature, $T$, first expand $P_{\mu}$

$$P_{\mu}(X, E_{\mu}, T_0 + \Delta T) = P_{\mu}(X, E_{\mu}, T_0) + (\partial P_{\mu}/\partial T) T_0 \Delta T(X) = P_{\mu}^0(X, E_{\mu}) + \eta^0(X, E_{\mu}) \Delta T(X),$$

where the superscript ‘0’ denotes the evaluation of the temperature sensitive functions at $T = T_0$. The variation of the integral muon intensity is then

$$I_\mu(> E_{th}, T_0 + \Delta T) = \int dE_{\mu} \int dX \{ P_{\mu}^0(X, E_{\mu}) + \eta^0(X, E_{\mu}) \Delta T(X) \}$$

$$= I_{\mu}^0 + \int dX \Delta T(X) \int_{E_{th}}^{\infty} dE_{\mu} \eta^0(X, E_{\mu})$$

(A.5)
where \( I_\mu^0 = I_\mu^0 (> E_{th}) \). By setting \( \Delta I_\mu = I_{\mu}(T_0 + \Delta T) - I_{\mu}^0 \), the dependence of muon intensity variations on the temperature in the atmosphere can now be expressed in the usual way [2,5,15]:

\[
\frac{\Delta I_\mu}{I_{\mu}^0} = \int_0^\infty dX \alpha(X) \frac{\Delta T(X)}{T(X)},
\]

(A.6)

where the ‘temperature coefficient’ is given by

\[
\alpha(X) = \frac{T(X)}{I_{\mu}^0} \int_{E_{th}}^\infty dE_{\mu} \eta^0(X, E_{\mu}).
\]

(A.7)

As it stands, it is difficult to determine the temperature coefficient experimentally because the temperature variations with atmospheric depth are not known. We now use an approach first described in Barrett et al. [2] to simplify the integral in Eq. (A.7). Define an ‘effective temperature’, \( T_{\text{eff}} \), such that

\[
T_{\text{eff}} = \int_0^\infty dX T(X) \int_{E_{th}}^\infty dE_{\mu} \eta^0(X, E_{\mu}),
\]

and the ‘effective temperature coefficient’, \( \alpha_T \),

\[
\alpha_T = \frac{T_{\text{eff}}}{I_{\mu}^0} \int_0^\infty dX \int_{E_{th}}^\infty dE_{\mu} \eta^0(X, E_{\mu}).
\]

(A.9)

With these definitions,

\[
\int_0^\infty dX \alpha(X) \frac{\Delta T(X)}{T(X)} = \alpha_T \frac{\Delta T_{\text{eff}}}{T_{\text{eff}}},
\]

(A.10)

where \( \Delta T_{\text{eff}} \) is defined analogously to \( T_{\text{eff}} \). Eq. (A.6) now becomes

\[
\frac{\Delta I_\mu}{I_{\mu}^0} = \alpha_T \frac{\Delta T_{\text{eff}}}{T_{\text{eff}}},
\]

(A.11)

This is the primary equation used to study the effects of atmospheric temperature variations on the underground muon intensity.

The effective temperature, as defined in Eq. (A.8), is difficult to evaluate in general. However, for the case in which the muon spectrum can be approximated by the scaling limit solution, the computation of the effective temperature becomes much simpler. At MACRO’s depth, this approximation holds for muon production from pion decay since \( E_{\text{th}} \approx 1.3 \text{ TeV} \gg e_{\pi} = 0.115 \text{ TeV} \). However, the same approximation does not hold for kaons at MACRO’s depth. For this reason, we first discuss the case for muon production from pion decay alone. At the end, we argue how this analysis can be extended to estimate the effect of kaons.

The \( X \)-dependence of the muon production spectrum in the scaling limit can be factored, \( P_{\mu}(X, E_{\mu}, T) = h(X) II(E_{\mu}, T) \) [1]. Assuming that the temperature dependence on \( X \) has only negligible effect on the factorization, then

\[
\eta^0(X) = h(X) \left( \frac{\partial II}{\partial T} \right)_{T_0},
\]

(A.12)
and

\[ T_{\text{eff}} = \frac{\int dX h(X) T(X)}{\int dX h(X)}. \] (A.13)

The explicit expression for \( h(X) \) in this limit is [1]:

\[ h(X) = \frac{A}{X} \left[ \exp \left( -X/A_\pi \right) - \exp \left( -X/A_N \right) \right]. \] (A.14)

where \( A = A_\pi A_N / (A_\pi - A_N) \), \( A_\pi = 160 \text{ gm/cm}^2 \) is the atmospheric attenuation length for pions, and \( A_N = 120 \text{ gm/cm}^2 \) is the atmospheric attenuation length for nucleons. For muon production from pions alone,

\[ T_{\text{eff}} = \frac{\int T(X) dX/X \left[ \exp \left( -X/A_\pi \right) - \exp \left( -X/A_N \right) \right]}{\int dX/X \left[ \exp \left( -X/A_\pi \right) - \exp \left( -X/A_N \right) \right]}. \] (A.15)

Substituting Eq. (A.12) into Eq. (A.9) gives

\[ \alpha_T = \frac{T_{\text{eff}}}{I_\mu^0} \times \int_0^\infty dX h(X) \int_{E_{th}}^\infty dE_\mu \frac{\partial I_\mu}{\partial T} = \frac{T_{\text{eff}}}{I_\mu^0} \frac{\partial I_\mu}{\partial T}, \] (A.16)

which is the expected result. In practice, the value of \( T_{\text{eff}} \) is sufficiently close to \( T_0 \) in the upper atmosphere that only small changes are introduced into \( \varepsilon_\pi \) and \( \varepsilon_K \) when they are evaluated at \( T_{\text{eff}} \). Barrett et al. [2] show that for a spectrum of the type described by Eq. (A.1),

\[ \alpha_T = \frac{T}{I_\mu^0} \frac{\partial I_\mu}{\partial T} = -\frac{E_{th}}{I_\mu} \frac{\partial I_\mu}{\partial E_{th}} - \gamma, \] (A.17)

which is the expression we used to compute the temperature coefficient. Evaluating this expression yields

\[ (\alpha_T)_\pi = 1 \left[ 1 + \frac{\gamma}{(\gamma + 1)} \times \frac{E_\pi}{1.1 E_{th} \cdot \cos \theta} \right] \] (A.18)

for the temperature coefficient due to pion decay alone [2].

As discussed, we cannot extend this analysis to kaons at MACRO’s depth. However, by extending the pion analysis above to kaons, we can estimate a lower limit to the magnitude of the effect. Since kaons have a much shorter decay length than pions, kaons have the effect of decreasing \( \alpha_T \) even in the scaling limit approximation because a larger fraction of them decay rather than interact. For MACRO, \( \alpha_T \) will be reduced further by the even greater fraction of kaons that decay. An estimate to the minimum effect that kaons can have on \( \alpha_T \) comes from

\[ \alpha_T = (\alpha_T)_\pi (1 - \xi_K), \] (A.19)

where \( \xi_K \) is the kaon correction to \( \alpha_T \) in the scaling limit. It is simple to show that the changes in the weighting function for \( T_{\text{eff}} \) in Eq. (A.14) introduced by this approximation have a negligible effect on the value of \( T_{\text{eff}} \) since \( \Delta_{K} \) differs from \( A_\pi \) by less than 15%. This means that we can test our determination of \( \alpha_T \) using the \( T_{\text{eff}} \) in Eq. (A.15) against the hypothesis that \( \xi_K = 0 \).
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