An evaluation of the exposure in nadir observation of the JEM-EUSO mission

1. Introduction

The origin and nature of Ultra-High Energy Cosmic Rays (UHECRs) remain unsolved in contemporary astroparticle physics. Possible indications of sources or excesses in the arrival direction distribution of UHECRs have been claimed by ground-based experiments, though not fully confirmed [1–3]. In order to be identified from Earth, extremely powerful sources capable of accelerating cosmic rays up to ultra-high energies must be within a limited range of distances set by the Greisen–Zatseptin–Kuz'min (GZK) effect [4,5].

Since the distribution of matter within the GZK range is inhomogeneous and anisotropic, one would expect UHECR arrival directions to exhibit a corresponding anisotropy. To identify the sources of UHECRs, measurements of the energy spectrum and arrival directions with high statistics are essential. This is rather challenging because of the extremely low flux of a few per km² per century at extreme energies such as \( \mathcal{E} > 5 \times 10^{19} \text{ eV} \). The observational exposure is, therefore, a critical factor.

JEM-EUSO (the Extreme Universe Space Observatory on-board the Japanese Experiment Module) [6–8] on the International Space Station (ISS) [9] is an innovative space mission. Looking down the Earth from space, it utilizes the atmosphere as a detector of cosmic ray air showers with the aim of significantly increasing the exposure to UHECRs compared to the largest ground-based air shower arrays presently in operation [10–12]. The JEM-EUSO telescope will be accommodated on the Exposed Facility (EF) on the JEM module Kibo [13] of the ISS. The scientific objectives include charged particle astronomy and astrophysics, as well as, other exploratory objectives [14] such as the detection of extreme energy gamma rays and neutrinos. The JEM-EUSO telescope exploits the fluorescence light that is emitted during the development of the Extensive Air Shower (EAS), initiated by a primary cosmic ray particle in the atmosphere to estimate the particle’s energy and arrival direction.

This is an established technique that has been employed by several ground-based UHECR observatories [10,12,15,16], but never in space-based observations.

The estimation of the exposure of a space-based experiment such as JEM-EUSO requires accounting for: (a) the characteristics of the EAS development in the atmosphere as observed from space, (b) the properties of the telescope, including its orbit and Field of View (FoV), (c) the various sources of steady background like night-glow and moonlight, (d) the overall optical transmission properties of the atmosphere, in particular the possible presence of clouds, and (e) the effect of anthropogenic light, atmospheric flashes such as Transient Luminous Events (TLEs) and meteors. Items (a) and (b) are the principal factors determining the threshold in energy and maximum aperture of the telescope. Item (c) limits the observational duty cycle of the mission. Items (d) and (e) affect the instantaneous aperture of the telescope. In the following sections, all of these aspects will be reviewed.

The outline of this article is as follows: in Section 2, we summarize the key aspects of the JEM-EUSO mission. In Sections 3 and 4, we discuss the estimation of the observational duty cycle, local light effects and the role of clouds. Section 5 is devoted to the trigger architecture and EAS simulation. Computation of the aperture for both clear and cloudy conditions will be described in Section 6. The exposure in the nadir observation and its uniformity will then be derived in Section 7. The paper concludes with a discussion of the results and a summary in Sections 8 and 9.

2. JEM-EUSO telescope and its observation principle

The JEM-EUSO telescope [17] consists of four principal parts: the photon collecting optics [18], the Focal Surface (FS) detector

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical aperture</td>
<td>4.5 m²</td>
<td>Baseline</td>
</tr>
<tr>
<td>Enquared collection efficiency</td>
<td>35% (15%)</td>
<td>For ( \lambda = 350 \text{ nm} )</td>
</tr>
<tr>
<td>Enquared energy</td>
<td>86% (80%)</td>
<td>For ( \lambda = 350 \text{ nm} )</td>
</tr>
<tr>
<td>Optical bandwidth</td>
<td>300–430 nm</td>
<td></td>
</tr>
<tr>
<td>Field of view</td>
<td>0.85 sr</td>
<td></td>
</tr>
<tr>
<td>Observational area</td>
<td>( 1.4 \times 10^3 \text{ km}^2 )</td>
<td>For ( H_0 = 400 \text{ km} )</td>
</tr>
<tr>
<td>FS detector and electronics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of pixels</td>
<td>(3.2 \times 10^6)</td>
<td></td>
</tr>
<tr>
<td>Spatial angular resolution</td>
<td>0.074°</td>
<td></td>
</tr>
<tr>
<td>Pixel size at ground</td>
<td>0.51 km (0.61 km)</td>
<td>For ( H_0 = 400 \text{ km} )</td>
</tr>
</tbody>
</table>
Since the intensity of the observed light depends on the transmittance of the atmosphere, the cloud coverage and the height of the cloud-tops, JEM-EUSO is equipped with an Atmospheric Monitoring (AM) system [22]. To characterize the atmospheric conditions as precisely as possible and thus determine the effective observation aperture with high accuracy, the AM system consists of an InfraRed (IR) camera and a LIDAR (Light Detection And Ranging) system. Additional information on atmospheric conditions is also extracted from the UV data acquired continuously by the JEM-EUSO telescope itself.

The top panel of Fig. 1 illustrates the UHECR observation principle in the JEM-EUSO mission. From an orbit at the altitude of \( H_0 \sim 400 \) km, the JEM-EUSO telescope detects fluorescence and Cherenkov light from EAS. The fluorescence yield has been intensively studied by many groups and is found to be \(~3 \to 5\) photons m\(^{-1}\) per electron [23,24]. During the development of a 10\(^{20}\) eV EAS, an order of 10\(^{15}\) photons are emitted. Seen from \( \sim 400 \) km distance, the solid angle subtended by a telescope with a few-m\(^2\) aperture is \(~10^{-11}\) sr. This implies that several thousands of photons reach the entrance aperture of the telescope under clear atmospheric conditions.

The arrival time distribution of photons at the entrance aperture, is presented in the bottom panel of Fig. 1. The fluorescence light is the dominant component, with smaller contributions coming from reflected and back-scattered Cherenkov light. Since fluorescence light dominates the signal, the energy can be determined with only small corrections for the Cherenkov component. From \( H_0 \sim 400 \) km, the brightest part of the EAS development, which occurs below \(~20\) km altitude, appears always at an almost constant distance, for a fixed location of the EAS in the FoV, regardless of the direction of the EAS, strongly reducing the proximity effects. These are advantageous characteristics of space-based experiments. In a sense, JEM-EUSO functions as a huge time projection chamber. In addition, Cherenkov light reflected from surface of the ground or cloud-top is useful for providing a time mark for the terminus of the shower.

The orbit of the ISS has an inclination 51.6° and \( H_0 \) can range between 278 km and 460 km according to the operational limits [25]. The sub-satellite speed of ISS and the orbital period are \(~7 \) km s\(^{-1}\) and \(~90\) min, respectively. Apart from effects of orbital decay and operational boost-up, the ISS orbit is approximately circular. \( H_0 \) varies on long-time scale. In the present work, we assume \( H_0 = 400 \) km as a constant value. The ISS attitude is normally \(+XV V +ZLV\) attitude [26] and deviates from it only for very short periods. \(+XV V +ZLV\) is the operational attitude for JEM-EUSO. The JEM-EUSO telescope is designed to point to nadir, referred to as ‘nadir mode’, as well as to tilt astern to the direction of the motion, referred to as ‘tilt mode’. In the following argument, we focus on the case of nadir observation.

The observation area of the Earth’s surface is essentially determined by the projection of the FoV of the optics and the area of the FS. The FoV of the optics is estimated using ray tracing simulations [18,27]. Ray tracing can be used to map the focal surface onto the surface of the Earth as shown in Fig. 2.
light, and integrated star light. While most of these sources affect the entire FoV, local light only affect portions of the FoV. Therefore, the contribution from local light will be considered separately as a term that decreases the instantaneous aperture of the apparatus.

Moonlight is the largest background component. We estimate moonlight contamination from the phase of the Moon together with its apparent position as seen from the ISS. In our approach, the ISS trajectory provided by NASA SSCweb [29] is traced with 1-min time steps and the moonlight at the top of the atmosphere is estimated. For every position of the ISS in the period from 2005 till 2007, the zenith angle of the Sun, and that of the Moon, $\theta_M$, as well as the Moon phase angle, $\beta_M$, are calculated. Background level from reflected moonlight, $I_M$, is evaluated using a modified version of the technique described in [30]. The UV flux from the full Moon is estimated according to the magnitudes and color index from [31]. The apparent visible magnitude at 550 nm of the full Moon is $V = -12.74$, while the color index $U - V = 1.38$. This yields an ultraviolet magnitude of $U = -11.36$ at 360 nm. This corresponds to $2.7 \times 10^7$ photons m$^{-2}$ ns$^{-1}$ for $\lambda = 300 – 400$ nm. The $\beta_M$-dependence of magnitudes is well approximated in [32].

The mean albedo of the Earth evaluated from direct satellite measurements has a value close to 0.33 [33]. Note that such measurements do not distinguish the presence of cloud or other effects that may increase the background intensity. Taking into account the wavelength dependence of the reflectivity [34] as well, we set a conservative value of 0.35 for the reflectivity in the range $\lambda = 300 – 400$ nm. Assuming that the radiance of moonlight on the top of the atmosphere is diffusely scattered, the overall intensity of the backscattered moonlight is estimated to be:

$$I_M = \left[ 1.6 \times 10^4 \cdot 10^{-0.4 \cdot (1.5 \beta_M + 4.3 \times 10^{-2} \rho_M^2)} \right] \cos \theta_M. \quad (3)$$

where $\beta_M$ is in radians and $I_M$ has units of photons m$^{-2}$ sr$^{-1}$ ns$^{-1}$. The overall background intensity, $I_{BG}$, is given by:

$$I_{BG} = I_M(\theta_M, \beta_M) + I_0. \quad (4)$$

where $I_0$ represents the stable contribution of UV background created mainly by night-glow. In this calculation, $I_0$ is assumed to have a constant value of 500 photons m$^{-2}$ sr$^{-1}$ ns$^{-1}$ in the range $\lambda = 300 – 400$ nm [35–37]. Taking into account the responses of the optics and FS detectors, the average background level on the MAPMTs corresponds to $\sim 1.1$ photoelectrons GTU$^{-1}$ per pixel.

Fig. 3 shows the observational duty cycle as a function of the accepted background level according to Eq. (2). The fraction of time during which $I_{BG}$ is less than 1500 photons m$^{-2}$ sr$^{-1}$ ns$^{-1}$ is 20%–21% resulting in an average background level of 550 photons per pixel.

3. Background and observation efficiency

The UV tracks of an EAS must be discriminated from the UV background. One parameter essential to estimate the JEM-EUSO exposure is the fraction of time during which EAS observation is not hampered by the brightness of the atmosphere. We denote the main component of the intensity of diffuse background light at the JEM-EUSO telescope, $I_{BG}$, a quantity which is variable over time. We define the observational duty cycle, $\eta$, the fraction of time during which the background intensity is lower than a given value $I_{BG}^\text{th}$: We have:

$$\eta(I_{BG}^\text{th}) = \eta_{\text{night}} \int_0^{I_{BG}^\text{th}} p(I_{BG}) dI_{BG}, \quad (2)$$

where $\eta_{\text{night}}$ is the nighttime fraction and $p(I_{BG})$ is the probability density function of $I_{BG}$ over the nighttime defined as the absence of Sun in the visible sky at the orbit level. This requires the zenith angle of the Sun to be greater than 109° for $H_0 = 400$ km and results in $\eta_{\text{night}} \approx 34%$.

Different sources are responsible for lighting the atmosphere in the JEM-EUSO FoV, including terrestrial sources like night-glow, TLEs, and local light such as city lights, as well as, extraterrestrial light scattered in the atmosphere, such as moonlight, zodiacal

Fig. 2 shows the outline of the focal surface mapped onto the surface of the Earth (solid curves) and the maps of individual PDMs onto the Earth’s surface (dashed curves) for the case when the ISS is located at $H_0 = 400$ km. The background in the figure represents the annual average intensity of light pollution measured by the DMSP satellite (see the next section for further details).

The dimensions of the FoV are ~64° and ~45° on the major and minor axes, respectively. For these axes, the projected lengths on Earth’s surface are ~500 km and ~330 km, respectively for $H_0 = 400$ km. The effective solid angle $\Omega_{\text{FoV}}$ is ~0.85 sr. For the planned layout of PDMs on the FS, the size of the observation area $S_{\text{obs}}$ is a function of $H_0$ expressed by:

$$S_{\text{obs}}(\text{km}^2) = \Omega_{\text{FoV}} H_0^2 = 1.4 \times 10^5 \cdot \left( \frac{H_0}{400\text{[km]}} \right)^2. \quad (1)$$

It is worth noting that the wide FoV allows measurement of the entire EAS development from the early stage until it fades out or impacts the Earth. This is especially important for EASs from large zenith angles and gamma ray or neutrino induced EASs [28].

Fig. 2. Observation area of JEM-EUSO telescope flying over central Italy. The background in the map shows visible light distribution obtained by DMSP data. The scales denote the values in DMSP units (see Section 3 for details).
m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\) under this condition. The threshold of 1500 photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\) is chosen as a reference. This corresponds to the decrease of signal to noise ratio by a factor of \(\sqrt{3}\) in comparison to the case of \(I_{BG} = 500\) photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\), which still guarantees EAS observation. The effects of variable background level will be discussed in Section 7. Of course, the operation of the instrument is not limited by this value, so this is a conservative estimate for the highest energies, where measurement can be performed even in a higher background condition. In the following discussion, we assume \(\eta_0 \sim 20\%\) as the reference value for the observational duty cycle.

In addition to the diffuse sources of background, there are intermittent local sources such as lightning, flashes, auroras, or city lights. In the cases of lightning and TLEs, estimates of the reduction in observational duty cycle and instantaneous aperture are performed assuming the rate of events detected by Tatiana satellite [35]. We further assume that the EAS measurement is not possible in all PDMs as long as the location of the event is within the JEM-EUSO FoV. For a conservative estimation, we apply \(\sim 70\) s to all events, that corresponds to the maximum time for a light source to traverse the major axis of the FoV. Even with these extremely conservative assumptions, the overall effect is less than \(~2\%\). Moreover, as lightning is very often associated with high clouds, most of this effect is already included in cloud inefficiency, as described in the next section.

To estimate the reduction in observational duty cycle and aperture due to the occurrence of auroras, we use the \(K_p\) index to describe the geomagnetic activity, as well as, the geomagnetic latitude and longitude of ISS during years 2001 and 2006. These two years are selected as they were close to solar minimum and solar maximum, respectively. In the estimation, it is assumed that no measurement can be performed when the \(K_p\) index for ISS geomagnetic latitude is equal or higher than Auroral Boundary Index [38]. In the case of maximum solar activity the effect is of the level of \(~1\%\).

To evaluate the effect of the stationary light sources on the Earth, which are mainly anthropogenic, we use the Defense Meteorological Satellite Program (DMSP) [39] database. Annual averages of light intensities for cloud-free moonless night are used to estimate the presence of local light along the ISS trajectory. The DMSP data provide the light intensity in 64 different levels on a 30-arcsecond grid in latitude and longitude in the wavelength range 350 nm–2 \(\mu\)m. The units are arbitrary, with equally spaced steps. The stationary background is dominated by visible light. As an example, the average level of background around central Italy is shown in Fig. 2. As the trigger system in JEM-EUSO works at PDM level (see Section 5), we discuss the impact of local light at PDM level here.

Table 2 summarizes the results on the visible intensity from DMSP data over the region between 51.6°N and 51.6°S latitudes which is covered by ISS trajectory. From the DMSP data, which have their own spatial resolution, the average intensity is 2.6 in DMSP units. This value is mainly determined by the background over the ocean which represents 72% of the JEM-EUSO observational region. In the following, we make the conservative assumption that no measurement of EASs is performed if, in a region viewed by a PDM, there is at least one pixel which detects a light intensity which exceeds the average level by a factor of 3 or more (higher than 7 in DMSP units). With this assumption, the inefficiency of the instantaneous aperture is of the order of \(~7\%\). It is important to remember that Tatiana measurements [35]– without focusing optics – indicate a 2–3 times higher intensity in UV above big cities such as Mexico City and Houston compared to the average background level over the ocean. Finally, by combining the above estimations for lightnings (\(~2\%\)), auroras (\(~1\%) and DMSP data the overall loss of coverage is \(\eta_{loc} \sim 10\%\).

### 4. Climatological distribution of clouds

In the case of space-based observation, reconstructing an EAS event is feasible, even in the presence of clouds, if the EAS maximum is sufficiently above the cloud-top altitude, \(H_c\) [7,40]. In some cases, the presence of specific cloud types may even be an advantage (see Section 6), which is contrary to ground-based observation. An optically thick cloud represents a very uniform layer which enhances the intensity of the Cherenkov mark and gives a brighter end point of the track. Of course, the cloud-top height should be known with reasonable uncertainty (\(~0.5–1\) km), and for that, the AM system is used. In the case of optically thin clouds or very inclined showers, however, the Cherenkov mark is not well defined. Therefore, it is mandatory to develop alternative reconstruction algorithms which do not rely on the detection of the Cherenkov mark [41]. The combined use of algorithms based on different approaches on an event-by-event basis helps to prevent from, or at least tag, misreconstructed events. Thin clouds with optical depths \(\tau_c < 1\) (typically cirrus) may affect the estimation of the energy, but the arrival direction can be determined with acceptable uncertainty. In such a case, the estimated energy is likely to be lower than the true one, adding to a given reconstructed energy bin an event whose true energy is in fact larger, and thus whose angular deflection is a priori smaller – not the opposite. Even though such a situation may alter the quantitative estimates of the anisotropy as a function of energy, some anisotropy analyses will still be interesting to perform with such events, notably those assessing a lower limit on anisotropy. Optically thick clouds, with \(\tau_c > 1\), strongly influence the measurement only if they are located at high altitudes. For example, EASs from a 60° zenith angle and energy \(\sim 10^{20}\) eV reach their maxima at an altitude around \(~6.5\) km, much higher than the typical range of stratus. The effect of clouds is, therefore, to limit the instantaneous aperture by obscuring portions of the FoV.

In order to quantify the effect of cloud contamination, a study of the climatological distribution of clouds, as a function of cloud-top altitude, optical depth, and geographical location has been performed using the meteorological databases TOVS, ISCCP and CACOLO.

The NASA project TOVS (TIROS Operational Vertical Sounder) [42] on board NOAA’s TIROS series of polar orbiting satellites provides data with a good spectral distribution, as well as optical depth and altitude of clouds, which are obtained applying a radiative transport model [42]. In this study, data from 1988 to 1994 have been used, including both land and ocean data.

The International Satellite Cloud Climatology Project (ISCCP) [43] was established in 1982 to collect and analyze satellite radiance measurements needed to infer the global distribution of clouds, their properties and their diurnal, seasonal and inter-annual variations. The ISCCP has developed cloud detection schemes using visible and IR window radiance (IR during nighttime and daytime, and visible during daytime). The data from 1983 to

<table>
<thead>
<tr>
<th>DMSP pixel resolution</th>
<th>JEM-EUSO PDM resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt; 3)</td>
<td>(&gt; 3)</td>
</tr>
<tr>
<td>All</td>
<td>96</td>
</tr>
<tr>
<td>Land</td>
<td>85</td>
</tr>
<tr>
<td>Ocean</td>
<td>99.8</td>
</tr>
</tbody>
</table>
2008 have been used in this analysis. Data are given on a 2.5-degree grid in latitude and longitude.

The CACOLO (Climatic Atlas of Clouds Over Land and Ocean data) database [44] presents maps introduced in the atlases of cloud climatological data obtained from visual observations from Earth. Most data are given at a 5-degree resolution in latitude and longitude. The land data are based on analysis of visual cloud observations performed at weather stations on continents and islands over a 26-year period (1971–1996). The ocean maps are based on analysis of cloud observations made from ships over a 44-year period (1954–1997).

Systematic differences between these databases have been evaluated. As previously explained, the ISCCP and CACOLO data divide the clouds only in low ($H_c < 3.2$ km), middle ($H_c = 3.2 – 6.5$ km) and high types ($H_c > 6.5$ km) without distinguishing according to their optical depths. Some care has to be taken with CACOLO results, as these data are based on observations from the ground, so the cloud altitude refers to the cloud bottom. Since the CACOLO data characterize well the cloud occurrence in the lower part of the atmosphere, they nicely complement the observations from space.

Fig. 4 shows a comparison of cloud distribution in the troposphere among the three datasets where land and ocean data are combined in a weighted average. Only daytime data are shown, since CACOLO employs visual observation.

Despite the fact that significant differences exist among the three databases for each of the four categories shown, if one considers the case of good conditions for JEM-EUSO, namely low clouds or clear atmosphere, the three datasets are in reasonable agreement, with a minimum of 57% for CACOLO to a maximum of 61% in case of ISCCP. The difference among high cloud measurements might be due to the fact that CACOLO data are taken by ships and weather stations only in the visual band. This could result in a smaller fraction of high clouds, especially in presence of low and middle altitude clouds. In contrast, TOVS data are taken by satellites, therefore, low and middle altitude clouds may be underestimated due to the obscuration by high clouds. ISCCP data show a more uniform cloud occurrence among the different atmospheric levels most probably because they are taken from satellite in the visual and IR bands that enables distinguishing the various levels. Since the TOVS data show the highest fraction of high clouds, which are the most critical in case of EAS observation from space, estimates of the fraction of EASs measurable by JEM-EUSO using Table 3 can be considered as conservative.

Table 3 reports TOVS data on the occurrence of each cloud category during nighttime on the globe and above the ocean only. The results apply only to the region of the ISS trajectory and account for the residence time of the ISS as a function of latitude.

A comparison between day and night cloud coverage has been performed for clouds above land as higher variations are expected in comparison with the day-night variation above the ocean. Slight differences among tables exist (typically ~ 5%), though the general trend seems to be independent of the geographical and temporal conditions [45]. In any case, only nighttime conditions are relevant for JEM-EUSO. By comparing TOVS results in Fig. 4 and Table 3, no significant difference seems to exist between the high (30% also in Table 3) and middle (11% in Table 3) cloud occurrence in day-

![Fig. 4. Comparison of the TOVS, ISCCP and CACOLO databases for the relative cloud occurrence in different meteorological situations. The data correspond to daytime, with a weighted average between land and ocean. The classification of the TOVS and ISCCP data is based on the cloud-top altitude while for CACOLO it is based on the cloud-bottom. High clouds are defined by $H_c > 6.5$ km; Middle clouds by $H_c = 3.2 – 6.5$ km; Low clouds by $H_c < 3.2$ km. The abbreviation are defined as HC: High Clouds; MC: Middle Clouds, LC: Low Clouds and CA: Clear Atmosphere.](image)

![Fig. 5. Distributions of the cloud properties over the ocean (top panel) and the land (bottom) are given for 5 latitudinal zones, using ISCCP data. The abbreviation are defined as HC: High Clouds; MC: Middle Clouds, LC: Low Clouds and CA: Clear Atmosphere. Data refer to daytime.](image)
time and nighttime. The clear atmosphere seems to be slightly more frequent in nighttime compared to daytime.

Finally, the ISCCP data have been used to check the dependence of the above results on latitude. Results are summarized in Fig. 5.

In general the occurrence of low clouds and clear atmosphere is slightly higher over the oceans. It is important to remember that ocean accounts for 72% of the time for the ISS orbit. High clouds are particularly frequent in the equatorial region. This is expected, due to the presence of the cloudiness associated to the Inter Tropical Convergence Zone.

5. Trigger scheme and shower simulation

Another key parameter in determining the exposure is the EAS trigger efficiency of the instrument. This is strongly dependent on the characteristics of the optics and FS detector, as well as the darkness of the atmosphere. Therefore, the trigger logic explained in the following is defined as a trade-off between the available power and telemetry budgets of the instrument, the response of the detector, as explained later in this section, and the necessity of coping with background fluctuations whose excess at tens of microsecond level on an MAPMT basis could mimic the presence of a signal from an EAS.

To reject the background, the JEM-EUSO electronics employ two trigger levels. The trigger scheme relies on the partitioning of the FS onto PDMs, which are large enough to contain a substantial part of the imaged trace under investigation, as explained below.

The 1st trigger level rejects most of the background fluctuations by requiring a locally persistent signal above average background lasting a few GTUs. In this trigger level, referred to as Persistent Track Trigger (PPT), pixels are grouped in $3 \times 3$ boxes. A trigger is issued if for a certain number of consecutive GTUs, $N_{\text{box}}$, there is at least one pixel in the box with an activity equal to or higher than a preset threshold, $n_{\text{thr}}^{\text{box}}$, and the total number of detected photo-electrons in the box is higher than a preset value $n_{\text{thr}}^{\text{pix}}$. $N_{\text{thr}}$ is set to 5 GTUs in the current simulations, while $n_{\text{thr}}^{\text{box}}$ and $n_{\text{thr}}^{\text{pix}}$ are set as a function of $I_{\text{BC}}$ in order to keep the rate of triggers on fake events at few Hz per PDM. For an average background level of 1.1 photoelectron GTU$^{-1}$/pixel, $n_{\text{thr}}^{\text{pix}}$ is set to 2 and $n_{\text{thr}}^{\text{box}}$ to 32.

The 2nd trigger level [46], referred to as the Linear Track Trigger on Cluster Control Board (CCB_LTT), follows the movement of the EAS spot inside the PDM over a predefined time window to distinguish the unique pattern of an EAS from the background. Starting from the location where the PPT trigger is issued, the CCB_LTT trigger algorithm defines a box of $3 \times 3$ pixels around this trigger seed, then moves the box every GTU. The box is moved along predefined lines to search for the direction of the EAS. The photon count along each line is integrated each GTU by summing up the counts $n_{\text{thr}}^{\text{pix}}$ of the boxes in the box that in such GTU satisfy the condition $n_{\text{thr}}^{\text{pix}} \geq n_{\text{thr}}^{\text{pix}}$. The integration is performed for 15 consecutive GTUs. If the integration along a direction exceeds a prefixed threshold, e.g. 97 counts under this background level, the CCB_LTT trigger is issued. In order to follow the movement of the spot on the focal surface, the speed and the direction in terms of detector pixels is calculated according to:

$$
\dot{\vartheta} = 2 \arctan \left( \frac{\Delta L}{L \cdot \Delta t} \sqrt{\Delta x^2 + \Delta y^2} \right) \tag{5}
$$

$$
\dot{\varphi} = \arctan \left( \frac{\Delta y}{\Delta x} \right) \tag{6}
$$

where $\dot{\vartheta}$ and $\dot{\varphi}$ are, respectively, the polar angle and azimuthal angle in a spherical coordinate system whose polar axis is aligned along the line of sight of the pixel, $c$ is the speed of light, $\Delta x$ and $\Delta y$ are the number of pixels crossed in a time $\Delta t$, and $\Delta L$ is the projected length of the pixel FoV on the Earth’s surface, which is given in Table 1.

Since the incoming direction of the EAS is unknown, the CCB_LTT trigger tries directions which fully cover the phase space ($\vartheta = 5^\circ, 10^\circ, \ldots, 85^\circ$ and $\varphi = 5^\circ, 10^\circ, \ldots, 355^\circ$). This means that the directions in which the box should move are defined before starting the integration for 15 GTUs. The integrated count value will have a maximum when the nearest direction to the correct one is selected because in this case the integrating box will most closely follow the EAS track. The $I_{\text{BC}}$-dependent threshold on the total number of counts inside the track is tuned to reduce the fake events to a rate of 0.1 Hz on the entire FS. The two trigger levels combined operate a reduction in rate by $\sim 2 \times 10^{-7}$ at PDM level. When a trigger is issued, a sufficiently large part of the FoV (a few PDMs) is acquired in order to image the region around the EAS track.

The trigger rate for real EASs is less than $\sim 1\%$ of the total trigger rate, depending on the background intensity. A more comprehensive review of the trigger scheme is given in [47]. Besides the fact that the threshold in energy is affected by the darkness of the atmosphere and the photon collecting power of the telescope, it is important to underline here that the trigger system on a space-based detector has to be much more selective than a ground-based experiment because of telemetry constraints. This limits the threshold in energy. On the other side, the fraction of scientific data in the sample will be of high quality. Thus, it is expected that further quality cuts applied in the offline analysis will not cause a significant reduction of data.

In order to evaluate the detector response to the EAS observation, we use the Euso Simulation and Analysis Framework (ESAF). A detailed description of the software can be found in [48]. In the following analysis, the Greisen-Illina-Linsley (GIL) function [49] is used as parametric generator to reproduce the profile as a function of slant depth. The GIL function is optimized to reproduce EAS from hadronic particles simulated by CORSIKA [50] with the QGSJet01 hadronic interaction model [51]. Proton showers have been simulated for the analyses presented in this paper. This is motivated by the fact that they develop deeper in the atmosphere, which results in a higher atmospheric absorption and higher cloud impact. Therefore, the results that are discussed in the following sections constitute a conservative estimation on the performance of the instrument.

In the present work, the fluorescence yield, which constitutes one of the largest uncertainties in energy determination, is taken from [52]. In the atmosphere, UV photon propagation is strongly affected by Rayleigh scattering and absorption by ozone for wavelengths $\lesssim 320$ nm. These processes along with the atmospheric profile are modeled with the LOWTRAN package [53].

The detector simulation includes optical ray tracing, PDM layout on the FS, UV filter, MAPMT performance and trigger algorithm. For the optics response, the simulation code described in [18] has been adopted in the present analysis. A parametrization of the MAPMT is included in the electronics simulation. All the effects like quantum efficiency, including the dependence on photon inclination, collection efficiency and cross talk are also taken into account per pixel by pixel within one MAPMT as summarized in Table 1. Fig. 6 shows the number of photons and signals for the average of 100 EASs with $E = 10^{19}$ eV and $\theta = 60^\circ$. To demonstrate the ra-
among PDMs. For this reason, the number of photons at the entrance aperture; (b) photons reaching JEM-EUSO entrance aperture; (c) photons reaching the FS and (d) detected signal (photoelectrons).

The edge of the FoV is a factor of ~2. A significant dependence on $\psi$ emerges at $\alpha \sim 15^{\circ}$. This is because some of the photons arriving from angles close to the minor axis ($\psi = 90^{\circ}$) are bent to the internal lenses on segments that have been removed in side-cut optics. For $\alpha \gtrsim 23^{\circ}$, no PDM is present on the FS along the minor axis of the optics. Note, however, that this effect only appears between $\psi \sim 45^{\circ}$ and $\psi = 90^{\circ}$ and the range of corresponding angles in the quadrants where the segment crosses a circular part of the lens.

The signal is then amplified using a parametrization of the measured gain and the resulting output current is collected and treated by the Front End Electronics. A threshold is set on the MAPMT output current in order to accept or reject the signal count.

The trigger architecture and the parameters used in PTT and CCB_LTT trigger algorithms have been optimized using ESAF and stand alone Monte Carlo simulations to reduce the fake trigger rate from background fluctuations to an acceptable level, exploiting the seasonal and azimuthal dependent response of the detector, mostly due to optical vignetting, we simulate EAS with different core locations. The off-axis angle is the angle between the core location and the nadir axis. To demonstrate the azimuthal dependence of the optics, three different directions are shown by circles ($\psi = 0^{\circ}$), triangles ($\psi = 45^{\circ}$) and squares ($\psi = 90^{\circ}$) where $\psi$ is the angle from the major axis of the optics. The scale on top is the radial distance from the center of FoV on the Earth’s surface. In the figure, the different stages are compared: (a) photons from the shower axis directed toward the JEM-EUSO entrance aperture; (b) photons reaching JEM-EUSO entrance aperture; (c) photons reaching the FS and (d) detected signal (photoelectrons).

Fig. 6. Number of photons and photoelectrons as a function of off-axis angle $\alpha$ of the core location from nadir, obtained by simulating 100 EAS with $10^{20}$ eV and $\theta = 60^{\circ}$. The off-axis angle is the angle between the core location and the nadir axis. The horizontal axis shows the off-axis angle $\alpha$ of the core location from nadir, obtained by simulating 100 EAS with $10^{20}$ eV and $\theta = 60^{\circ}$. The off-axis angle is the angle between the core location and the nadir axis. To demonstrate the azimuthal dependence of the optics, three different directions are shown by circles ($\psi = 0^{\circ}$), triangles ($\psi = 45^{\circ}$) and squares ($\psi = 90^{\circ}$) where $\psi$ is the angle from the major axis of the optics. The scale on top is the radial distance from the center of FoV on the Earth’s surface. In the figure, the different stages are compared: (a) photons from the shower axis directed toward the JEM-EUSO entrance aperture; (b) photons reaching JEM-EUSO entrance aperture; (c) photons reaching the FS and (d) detected signal (photoelectrons).

The decrease from (b) to (c) indicates effects in the optics, such as the absorption and scattering of photons in lenses, characteristic aberration and obscuration by the support structure.

The ratio of (d) to (c) reflects the efficiency of the FS detector and is generally determined by the detection efficiency (product of collection efficiency and quantum efficiency) of MAPMTs and transmittance of UV filter (Schott BG3 filter [54]). Photons may be lost in part when they are focused on void areas such as gaps among PDMs. For $\psi = 0^{\circ}$, the difference between the center and

Fig. 7. Top panel shows the projected tracks on the Earth’s surface for EAS with $E \sim 10^{20}$ eV and zenith angles of (a) $\theta = 30^{\circ}$, (b) $\theta = 60^{\circ}$ and (c) $\theta = 75^{\circ}$. The dashed curves indicate the corresponding areas for the FoV of individual PDMs. In the subpanel, the corresponding area of the plot is represented by solid lines within the entire FoV. Bottom panel shows the image on the FS for the case (b). The large squares denotes PMTs. The matrix of pixels are indicated with the integral counts in discrete scale. The regions enclosed by thick dashed lines in both panels refer to the same PDM.
the same EASs shown in Fig. 7. Shaded histogram denotes the case of Arrival time distribution of photons at the telescope entrance aperture from Fig. 8.

In Fig. 7, top panel shows the projected tracks on the Earth’s surface for EASs with $E = 10^{20}$ eV and zenith angles of (a) $\theta = 30^\circ$, (b) $\theta = 60^\circ$ and (c) $\theta = 75^\circ$ along with the map for the entire FoV in the sub-panel. Bottom panel shows the image on the FS for the case (b) in which the integrated counts for each pixel are indicated. The regions enclosed by thick dashed lines in both panels refer to the same PDM.

Fig. 8 shows the arrival time distribution of photons at the telescope entrance aperture from the EASs shown in Fig. 7. The shaded histogram is for $\theta = 60^\circ$ and those with solid and dashed lines are for $\theta = 75^\circ$ and $\theta = 30^\circ$, respectively.

Up to zenith angles $\theta \sim 60^\circ$, the EAS is fully contained in an FoV equivalent to that of one PDM. It reaches two PDMs around $\theta \sim 75^\circ$. This is the reason the trigger architecture is based on the PDM scale. The typical FoV of a PDM for $H_0 = 400$ km is about 30 km on a side ($\sim 1000$ km$^2$). This means that the entire FS can be considered as the sum of 137 quasi-independent sub-detectors corresponding to PDMs. This is important for evaluating the effects of clouds and city lights. It should be mentioned here that when a trigger is issued on a PDM, the data of the neighboring PDMs are also retrieved. Another important consideration is that more inclined EASs will give higher signals, either at EAS maximum or as total integrated light. This can be used to extend the energy range of measurement to lower energies by simple geometrical cuts. Moreover, inclined showers will allow almost fully calorimetric measurement of the EAS because the entire profile will be visible. This is generally not the case of ground-based detectors, which typically view up to $\theta \sim 60^\circ$, and for which the EAS is truncated at ground in many cases.

In conclusion, the three main players which define the trigger efficiency for a specific night-glow background level and atmospheric conditions are the optics response (most relevant), the zenith angle of the EAS (a factor of 2–3 in the collected light between quite inclined and vertical showers), and the distance effect ($\sim 25\%$ difference in the total number of photons reaching the pupil from the same EAS located at the center or at the edge of the FoV). Each of these three effects can easily be identified by means of simple geometrical cuts on the zenith angle of the EAS and/or on its core location and accounted for given the intrinsic characteristics of the detector. As an example, this means that the evolution of the exposure without geometrical cuts as a function of energy around the threshold can be verified by applying straightforward cuts on selected sub-samples of data where the aperture is known to be flat. This guarantees the quality of the data even if the aperture without geometrical cuts has not reached the plateau yet.

To include clouds in ESAF, a uniform and homogeneous layer is assumed. Physical parameters considered for the cloud are obtained from a ‘test cloud’ layer defined by three input parameters: (a) optical depth $\tau_c$, (b) altitude $H_c$, that yields a transmittance, $\exp(-\tau_c)$ and (c) physical thickness.

In Fig. 9, arrival time distribution of photons to the telescope of typical EAS events with zenith angle of 60$^\circ$ are shown for cirrus- ($H_c = 10$ km and $\tau_c = 0.1$) and stratus-like ($H_c = 2.5$ km and $\tau_c = 2$) test clouds. For comparison, the arrival time distribution of photons in clear atmosphere of the same EAS is shown.

In case of a cirrus-like cloud at high altitudes, the signals from EAS are attenuated according to the optical depth, while the EAS image and its time evolution allow determination of the arrival direction. The reflected signals of Cherenkov light from the landing surface are also observed.

As mentioned in the previous section, for stratus-like clouds with large $\tau_c$ at lower altitudes, most of the signal from EAS is observed without attenuation when the cloud is well below the altitude of the shower maximum. Such clouds also produce very intense reflected Cherenkov signals even larger than in the clear atmosphere case. This may enhance the capability of triggering particular types of EAS such as low zenith angel events. Moreover, the reconstruction of the EAS geometry may benefit from such high reflectivity since the location of the impact on the cloud is more accurately determined. On the other hand, a dedicated algorithm will be needed to disentangle the contribution of Cherenkov light from fluorescence light in estimating the energy of the event.

6. Geometrical aperture and cloud impact

To estimate the geometrical aperture, a large number of EASs are simulated by uniformly injecting them over an extended area...
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(7)

where $\Omega = \pi$ sr is the solid angle acceptance for $0^\circ < \theta < 90^\circ$. As explained before, by applying simple cuts on the distance $R$

from the center of FoV of the impact location of the EAS, and on the lower limit $r_{\text{cut}}$, the geometrical aperture $A_{\text{sub}}$ is derived as follows:

$$A_{\text{sub}}(E) = 2\pi \int_{r_{\text{cut}}}^{r} \int_{y_{\text{cut}}}^{x} \epsilon(E, \theta, r) \cdot \cos \theta \cdot \sin \phi \, dS,$$

(8)

where $dS$ is the area element in the selected subsection of the obser-

vation area $S_{\text{sub}}$, and $\epsilon(E, \theta, r)$ is the probability of trigger at the
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By applying the cut $\theta > 60^\circ$, which reduces the solid angle acceptance to $\pi/4$ sr, a constant aperture is achieved above $\sim (4 - 5) \times 10^{19}$ eV. In addition, a more stringent cut with

$R < 150$ km extends the constant aperture range down to

$\sim 3 \times 10^{19}$ eV. The possibility to extend the plateau region at lower energies for a subset of events will allow a cross-check of the flux measured by the full sample of events in the specific range of energies where the aperture of the instrument has not reached the pla-

teau level yet. Consequently, the overlapping energy range will be

enlarged.

$^2$ It is defined by the condition in which the geometrical aperture is $>0.8 \cdot S \cdot \Omega$ for

the area $S$ and solid angle acceptance $\Omega$ defined by specific geometrical cuts.
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**Fig. 10.** Geometrical aperture as a function of energy. The filled circles and squares indicate geometrical apertures for the entire observation area and $R < 150$ km respectively, where $R$ indicates the distance of the impact location of the EAS from the center of FoV. The open circles and squares include a zenith angle cut of $\theta > 60^\circ$.

**Fig. 11.** Trigger probability as a function of core location with different geometrical

energy cuts: (top) $E > 3.2 \times 10^{19}$ eV with $\theta > 60^\circ$; (middle) $E > 5.5 \times 10^{19}$ eV and (bottom) $E > 10^{20}$ eV. The last two cases are with no zenith angle cuts.

As mentioned in Section 4, the altitude of the EAS maximum $H_{\text{max}}$ compared to that of the cloud-top is an important parameter to decide if the EAS properties are reconstructed in a sufficiently precise way in presence of clouds. Fig. 12 represents $H_{\text{max}}$ of triggered EASs in clear atmosphere as a function of zenith angle. $H_{\text{max}}$ is strongly dependent on the zenith angle of the EAS. For proton EASs, $\sim 80\%$ of the events have their maximum at altitudes higher than 3.2 km, which is the value typically used in literature for the cloud-top altitude of low level clouds. It should be mentioned that the elongation rate of $X_{\text{max}}$ (depth of shower maximum), i.e. $\partial X_{\text{max}}/\partial \log E$ is $\sim 80$ g cm$^{-2}$ per energy decade leading to only a limited increase $\partial H_{\text{max}}/\partial \log E = 1$ km ($\sim 0.3$ km) per decade for $\theta = 0^\circ$ ($60^\circ$). For heavier particles, $H_{\text{max}}$ is slightly higher, and, therefore, less affected by the presence of clouds.

In order to evaluate the effect of clouds on the trigger efficiency more precisely, EAS simulations for different cloudy cases are performed. Four cloud-top altitudes $H_C = 2.5, 5, 7.5$ and 10 km are considered, as well as four optical depths of the test cloud $\tau_C = 0.05, 0.5, 1.5$ and 5. To quantify the effect of clouds, the ratio
between the trigger aperture in a given cloudy condition to that of a clear atmosphere case. \( \dot{\zeta}(E; H_c, \tau_C) \) is calculated for each specific cloud condition \((H_c, \tau_C)\) as a function of \( E \):

\[
\dot{\zeta}(E; H_c, \tau_C) = \frac{A(E; H_c, \tau_C)}{A(E; \text{clear})},
\]

In Table 4, the average values \( \dot{\zeta}(E; H_c, \tau_C) \) are summarized for the different test clouds and showers simulated with energies above \( 6.3 \times 10^{19} \) eV and an assumed differential flux of \( dN/dE \propto E^{-3} \).

In case of optically thick clouds with \( \tau_C \geq 1 \), the trigger efficiency depends on \( H_c \). High altitude clouds in particular absorb EAS signals emitted beneath the cloud and result in a significant lowering of the trigger efficiency. At middle altitudes, \( H_c \approx 5 \) km, clouds only influence EASs of small zenith angles, which develop at lower altitudes.

In the presence of high clouds with \( \tau_C < 1 \), the signal from an EAS below cloud level is only attenuated by a factor of \( \exp(-\tau_C) \) and the effect on the trigger efficiency is limited. If \( H_c \) is well below the altitudes where EAS develop, the clouds do not attenuate the signals. As a result of the different cuts, \( \dot{\zeta} \) slowly increases with energy.

The results in Table 4 are then weighted with the relative cloud occurrence of Table 3 to estimate the average effect as a function of energy. The results are shown in Figure 13. For cloudy cases, the average of all triggered events is shown by triangles and it tends to increase with energy. The results obtained by applying the selection \( H_{\text{max}} > H_c \) for \( \tau_C > 1 \) cases is indicated by filled circles. This cut requires that for optically thick clouds, the EAS maximum is located above the cloud-top. This ensures that fitting the EAS profile will not introduce significant distortion of the reconstructed EAS profile. With the above cut, the fraction of selected events over the ones triggering in clear-sky conditions (the reference case) is almost constant at higher energies. This is because a certain fraction of clouds with \( \tau_C > 1 \) exists at higher altitudes. From Table 3, for example, clouds with \( H_c > 6.5 \) km account for \( \sim 20\% \) of cloud coverage. Therefore, a part of EAS develops below such clouds. As this value is nearly constant as a function of energy, we define it as the ‘cloud efficiency’ \( \kappa_C \) and it accounts for \( \sim 72\% \) of the trigger EASs above \( \sim 3 \times 10^{19} \) eV. This is due to the fact that the average \( H_{\text{max}} \) dependence is dominated by the zenith angle. The energy plays a smaller role.

The value \( \kappa_C \approx 72\% \) is an important factor for estimating the effective exposure of the mission. Currently, a detailed study on the reconstruction of the events passing such a trigger selection as well as those occurring in a clear atmosphere is in progress. It should be emphasized that the main telescope of JEM-EUSO will be operated along with AM system [22,55].

### 7. Exposure

From the above results, the exposure per year of operation for events that trigger JEM-EUSO, defined as the ‘annual exposure’ is evaluated as a function of energy:

\[
\text{(Annual exposure)} = A(E) \cdot \kappa_C \cdot \eta_0 \cdot (1 - f_{\text{loc}}) \cdot (1 \text{yr}).
\]

In this estimation, we use \( \kappa_C = 72\% \), \( \eta_0 = 20\% \), and \( f_{\text{loc}} = 10\% \), respectively. The operational inefficiencies related to ISS (rockets docking on ISS, lid operation, detector maintenance or aging, etc.) as well as quality cuts on reconstruction are not taken into account yet, and will be addressed in future. Therefore, the present results constitute an upper limit on the effective exposure of the instrument for the assumed conditions.

In Figure 14, the annual exposure as a function of energy is shown. The filled circles indicate the geometrical aperture for the entire observation area. The open squares include a zenith angle cut of \( \theta > 60^\circ \) and a cut on distance of \( R < 150 \) km. These two exposures correspond to the highest and lowest aperture curves of Figure 10.

The JEM-EUSO annual exposure for the full sample of data is expected to be \( \sim 9 \) times larger than that of the Pierre Auger Observatory with the corresponding annual exposure of about \( 7000 \text{ km}^2 \text{ sr yr} \), at energies around \( 10^{20} \) eV. Because of the steeply rising aperture at lower energies, the subsets of data with reduced
and flat exposure will be used to cross-check with measurements by other ground-based experiments down to \( (2 - 3) \times 10^{19} \) eV. It is important to underline that the cuts shown in Fig. 14 are extreme in order to obtain at \( 3 \times 10^{19} \) eV an annual exposure comparable to that of Auger, which means acquiring a statistically similar data sample. As shown in Fig. 10 for the apertures, less stringent geometrical cuts will lead to different exposure curves located in between the two lines shown in Fig. 14 with a flat plateau starting gradually at higher energies. In this way, it will be possible to have a comparison of UHECR fluxes for one entire decade in energy using the data acquired without geometrical cuts.

It is worthwhile remembering here that the aperture and exposure have been derived with specific assumptions on the detector properties, background level, shower development in atmosphere, etc. All the systematic uncertainties that would increase or decrease the collected light at telescope level, either for the EAS or for the background, would be responsible to shift the energy scale of the aperture and exposure curves by the square root of the systematic uncertainty. On the other hand, the scaling factor would be linear in case it involves only the EAS propagation (i.e. hadronic interaction model, fluorescence yield).

In the previous analysis, a constant background level of \( I_{BG} = 500 \) photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\) was assumed. However, the background is variable with time. To take into account the effective background variation, the exposure over the time when \( I_{BG} < I_{thr} \) given as a function of \( E \) is approximated by the following relation:

\[
\text{(Overall exposure)} \propto \int_{0}^{I_{thr}} A \left( \sqrt{\frac{I_{BG}}{I_{thr}}} \right) E \cdot p(I_{BG}) \, dI_{BG}.
\] (11)

Fig. 15 shows the exposure as a function of \( E \) for various maximum allowed background levels obtained by convolving the trigger probability at a specific fixed background level with the fraction of time during which such background level occurs according to the estimation by Eqs. (2) and (3). As described in Section 5, the trigger system is capable of dynamically adjusting the thresholds to cope with variable background intensity. The trigger efficiency curve scales in energy approximately in a proportional way to \( \sqrt{I_{BG}} \) because it depends on the Poissonian fluctuations of the average background level.

The exposure obtained with a fixed \( I_{BG} \) of 500 photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\) is essentially equivalent to the one obtained from Eq. (11) when the integration of \( I_{BG} \) is extended up to 1600 photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\). It is possible to observe that at higher energies there is still some margin of gain if a higher level of background is accepted (see i.e. the curve at less than 6300 photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\)). This is particularly useful to explore the extreme energy ranges where the flux is rapidly decreasing with energy. In any case, all the conclusions obtained in this paper are derived assuming only the standard condition of 500 photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\) constant background level.

Unlike ground-based observatories, the global ISS orbit and better sensitivities for EAS with large zenith angles allow observation of the entire Celestial Sphere. The exposure distribution is practically flat in right ascension. Apart from possible local or seasonal deviation from the global average of cloud coverage and of background level, the relationship between the expected overall exposure and declination can be analytically calculated as a function of only \( \theta_{\text{night}} \), knowing the nighttime fraction at a given latitude.

Fig. 16 shows the expected distribution of observed exposure as a function of declination on the Celestial Sphere with different zenith angle cuts for all zenith angles (solid line), \( \theta > 45^\circ \) (dashed line) and \( \theta > 60^\circ \) (dotted line). The vertical axis indicates the deviation from the uniform distribution.

For the case of \( \theta > 60^\circ \), minor excesses and deficits arise in very limited regions near Celestial Poles and Equator, respectively. This is because the ISS has a slightly longer residence time at high latitudes. JEM-EUSO can achieve in general a nearly constant expo-
sure for the full range of zenith angles for which the arrival direction analysis will be performed. This is one of the advantageous features of space-based observation, as only small correction factors are needed.

8. Discussion

The convolution of observational duty cycle \( t_0 \sim 20\% \), cloud efficiency \( \kappa_c \sim 72\% \) and effect of local light \( f_{\text{loc}} \sim 10\% \) gives an overall conversion factor from geometrical aperture to exposure of about \( \sim 13\% \) with slight variations depending on the cuts applied to the different terms. This is due to the particular features of observation from space: a) the possibility of operating in the presence of some diffuse moonlight up to 68% of the time, and b) the possibility of measuring in a substantial fraction of the solid angle acceptance even in presence of low- or middle-altitude clouds. As an example, the distribution of cloud occurrence around the location of Auger has been compared to the ISS case by using TOVS data though with statistical errors \( \sim 6\% \). Results show that, despite a significantly higher fraction of clear atmosphere at Auger site (\( \sim 42\% \)) compared to the world average (day and night) spanned by the ISS (\( \sim 28\% \)), when the fraction of time in which the cloud-top is located below 3.2 km is added to the clear atmosphere, both Auger and ISS orbit give similar results (\( \sim 60\% \)). For space-based observation this is the factor that should be compared with the clear atmospheric fraction of a ground-based observatory.

Our results are in agreement with those obtained by [48] for the observational duty cycle. Our result is slightly higher than what has been reported in [56] for the OWL observatory mainly due to the fact that OWL will fly at higher altitudes (\( \sim 1000 \) km), reducing the duty factor for full darkness by about 15―20% due to the shorter nighttime. Moreover, in our estimation we have taken into account the possibility of accepting some moonlight as long as the total diffuse light is less than 1500 photons m\(^{-2}\) sr\(^{-1}\) ns\(^{-1}\).

Concerning clouds, our efficiency is a factor of \( \sim 1.5 \) times larger than [48] essentially due to the fact that the cut on \( H_{\text{max}} \) is applied only to optically thick clouds. This is motivated by the fact that thin clouds might distort the observed shower profile but not affect the determination of the arrival direction of the primary particle and therefore may be used to perform anisotropy analyses.

Even though it is not considered in the present analysis, it is interesting to observe that optically thick clouds (\( t_c > 2 \)), located at low altitudes, may play another positive role, which is blocking the anthropogenic light and, therefore, allowing EAS measurement also in regions typically polluted by city light.

Our results do not support the conclusions in [57], where it was claimed that the sensitivity of space-based fluorescence detectors is of unacceptably small level. In that approach, only cloud-free scenes are considered and we know from Section 4 that they account for only 1/3 of the time. Moreover, very strict conditions were applied on the extension of the cloud-free area. As an example, no correlation on the altitude of the possibly cloudy pixel and location of the track was applied. This tends to reject very inclined events with much longer paths in atmosphere even though all the detectable part of the track is located above clouds. It is clear that these constraints severely reduce the overall efficiency. The authors commented that less rigorous constraints could increase the cloud-free efficiency by even a factor of 3. Finally, as previously mentioned, simulations have proved [7,40] the feasibility of reconstructing EAS with reasonable uncertainty in presence of clouds. It is important to stress that the AM system will have an important role in monitoring the atmospheric conditions in which EASs develop, together with information from satellites, ground-based observations and meteorological models. We are, therefore, confident that it will be possible to characterize the atmospheric conditions in which each EASs has been detected, and, account for these conditions in the data analyses. Finally, it has to be mentioned that most of the above problems are related to the estimation of the energy and \( X_{\text{max}} \) of the EAS. The estimation of the exposure is more easily assessed and does not depend strongly on the level of accuracy of the EAS reconstructed parameters.

The present results indicate that JEM-EUSO has the potential to reach an annual exposure of nearly one order of magnitude higher than Auger at energies around \( 10^{20} \) eV. However, a final assessment of the annual exposure requires an evaluation of event selection efficiency to ensure the quality of the reconstructed EASs in terms of energy, arrival direction, and \( X_{\text{max}} \). This will be described in detail in a forthcoming paper. Preliminary results (see [58]), assuming clear atmosphere indicate that this condition is satisfied by most of the events.

It is possible that the full data sample will be subdivided in subsamples of data peculiar for each analysis. As an example, those events reconstructed in thin cloud conditions are still most probably usable for the anisotropy analyses, granted that a lower limit on the energy of the event is assigned with high confidence. Moreover, the possibility of defining a sample of events detected in ‘golden conditions’ such as inclined EASs in clear-atmosphere will guarantee a cross-check of the reliability of wider samples of events.

It will be possible to significantly increase the exposure by tilting the telescope. In the tilt mode, the observation area is scaled by \( \sim (\cos \varphi)^{-3} \) as a function of tilting angle \( \varphi \) of the optical axis from the nadir. This will increase the sample at the highest energies and help to compensate the reduction of the observation area in case of periods of lower orbiting altitude. As an example, in case of \( H_0 \sim 350 \) km, tilting the instrument by \( \varphi \sim 25^\circ \) would give an observation area similar to the case of \( H_0 \sim 400 \) km in nadir mode. At the same time, the observation in nadir mode would extend by \( \sim 30\% \) the lowest energies where the measurement would be feasible. The analyses in such ‘quasi-nadir mode’ in which the optical axis is tilted by \( 0^\circ \sim 25^\circ \), can be easily assimilated to the nadir one. In case of even larger tilting angles (\( \varphi \gtrsim 25^\circ \)), a dedicated study is necessary to evaluate the performance. This will be addressed in future.

We wish also to point out that JEM-EUSO has considerably improved with respect to the original Extreme Universe Space Observatory [59] that successfully completed Phase-A study within ESA. The main improvements can be ascribed to the baseline optics of the JEM-EUSO telescope [18] (with \( \sim 1.5 \) better focusing capability), to the FS detector [19] (\( \sim 1.6 \) higher detection efficiency), to the better geometrical layout of PDMs on the FS that maximizes the filling factor [21], and to the improved performance of the electronics [46,60], which allow more complex trigger algorithms [61].

9. Summary

The most important factors which determine the annual exposure of JEM-EUSO mission have been reviewed. The analytical calculations indicate that the operational duty cycle of JEM-EUSO, or the fraction of time in which the EAS measurement is not hampered by the brightness of the atmosphere, is of the order of \( \eta_0 \sim 20\% \). The local light such as city light, atmospheric flashes and auroras will reduce the effective instantaneous observational area to \( 1 - f_{\text{loc}} \sim 90\% \) of the geometrical area. The role of clouds has been thoroughly investigated and the cloud efficiency, defined as the ratio of the effective average aperture to the geometrical aperture, is found to be \( \kappa_c \sim 72\% \). All the above factors give an overall conversion factor from geometrical aperture to exposure of about \( \sim 13\% \). Simulations show that JEM-EUSO can reach almost full efficiency at energies around \( 3 \times 10^{19} \) eV for a restricted subset of
events, and for the full aperture at energies $E \gtrsim (6 - 7) \times 10^{19}$ eV. The expected annual exposure of JEM-EUSO around $10^{20}$ eV is equivalent to about 9 years exposure of Auger. This value has to be presented as the potential of JEM-EUSO in nadir mode. A study of the selection efficiency of events due to quality cuts on reconstruction in clear and cloudy conditions will be performed in future to refine these results.
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