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Abstract

A study of the primary cosmic ray composition in the energy range $5 \cdot 10^{14} - 5 \cdot 10^{15}$ eV is performed through the analysis of the deep underground muons and of the e.m. component of Extensive Air Showers detected in coincidence by the MACRO and EAS-TOP experiments at the Gran Sasso Laboratory. We conclude that: a) pure proton and Iron primary beams are excluded by the experimental data; b) a fraction of nuclei heavier than Helium is necessary to explain the experimental data both below and above the knee; c) a mixed composition, obtained a priori from extrapolations of the spectra directly measured below 100 TeV, yields a reasonable account of the observations up to the knee of the primary spectrum.

The measurement of the primary composition at high energies ($\geq 10^{14}$ eV) and of its possible variations around the steepening of the primary spectrum (the “knee”, at about $2 \cdot 10^{15}$ eV), is one of the main experimental problems in cosmic ray physics. Due to the rather low fluxes, measurements must be indirect, i.e. through the study of the EAS components. Measurements are then sensitive not only to the primary spectrum and composition, but also to the interaction properties. Moreover, in the energy region of interest, no direct hadron-nucleus and nucleus-nucleus accelerator measurements are available, and the lower energy hadronic interaction data have to be extrapolated. Experiments should therefore guarantee the possibility of testing and comparing the main features of different interaction models.
The shower size \( N_e \), and the TeV muon content \( N_{\mu} \) are two quantities relevant to this investigation. Their simultaneous measurement can provide information on the mass composition as a function of the primary energy. \( N_e - N_{\mu} \) data are recorded at the Gran Sasso Laboratory by EAS-TOP \([1]\) and MACRO \([2]\), operating in coincidence mainly in the primary energy range \( 10^{14} - 10^{16} \) eV. First results on their combined operation and resolutions have been published in \([3]\), and a first analysis in terms of primary composition has been presented in \([4]\).

In this paper we investigate the compatibility of our experimental data with:

a) extreme compositions, made of pure nuclear species (H, He, Fe) that are defined both below and above the knee of the spectrum;

b) the “\( \Sigma \) model”, a composition resulting from an extrapolation of the spectra obtained through direct observations at lower energies, defined only below the knee.

We also discuss some effects of the possible systematics arising from the adopted interaction model and cascade simulation.

A comparative discussion of the present data with other experimental results and composition models is not within the aim of this paper and will be presented elsewhere.

EAS-TOP, at Campo Imperatore (2000 m a.s.l.), is an apparatus tailored for the detection of several different EAS components \([1]\): the e.m. component, hadrons, muons, Cherenkov light, and radio emission. The e.m. detector of EAS-TOP, used for the measurement of shower size \( N_e \), is an array of 35 modules of scintillator, each of area \( 10 \) m\(^2\), distributed over \( \sim 10^5 \) m\(^2\). In this work we consider only internal trigger events, i.e. events in which the maximum number of particles is detected by an inner module, and at least seven counters fired. For these events, primary arrival direction, core location and shower size are reconstructed with accuracies \( \Delta \theta = 0.5^\circ \), \( \Delta r \leq 10 \) m, and \( \Delta N_e/N_e \leq 20\% \) for \( N_e \geq 10^5 \). A detailed discussion of the EAS-TOP e.m. reconstruction techniques and accuracies is given in Ref. \([5]\). To be consistent with the simulations, in the present paper the particle densities, from which \( N_e \) is derived, are measured in units of the energy released in the scintillators divided by 9.8 MeV, which is the average energy lost by a minimum ionizing particle at a 33.5° zenith angle, i.e. the average angle along which the two experiments are aligned. Systematic effects have been explored by comparing different theoretical expressions of the electron lateral distribution function (still compatible with the experimental measurements), and are below the 5% level.

MACRO, in the underground Gran Sasso Laboratory at 963.45 m a.s.l., 3100 m w.e. of minimum rock overburden, is a large area multi-purpose apparatus designed to detect penetrating cosmic radiation. The lower part of the MACRO detector has dimensions \( 76.6 \times 12 \times 4.8 \) m\(^3\), equipped with planes of limited streamer tubes with two-dimensional (wire and strip) digital readout, track-etch plastic modules and liquid scintillator counters \([2]\). In this work we consider only muon tracks, which are required to have at least 4 aligned hits in both views of the horizontal streamer tube planes. The angular resolution for muon tracks is less than one degree, dominated by multiple scattering in the rock. Space point accuracy is of the order of 1 cm, and track resolution is at the level of 5 cm. A discussion of the error in the measurement of muon multiplicity is given in Ref. \([7]\). For this analysis all events have been visually scanned, reducing the typical systematic uncertainty in \( N_{\mu} \) reconstruction to \( \pm 1 \) at the highest observed multiplicities.

The two experiments are separated by a thickness of rock ranging from 1100 up to 1300 meters, depending on the angle. The corresponding minimum energy for a muon to reach the depth of MACRO ranges from \( \sim 1.3 \) to \( \sim 1.8 \) TeV. Event coincidence is established off-line, using the absolute time given by atomic clocks with an accuracy better than 1 \( \mu \)s. Three runs have been performed with the detectors operating in coincidence. In this paper we present the data recorded during winter 1992-1993 with the full EAS-TOP e.m. array, and the complete lower part of MACRO. The total live time is 87.5 days. By imposing the reconstruction criteria described above, in this period we have recorded 1821 events within \( \pm 2 \) \( \mu \)s of the coincidence peak, the expected accidental contamination being 2.8\%.

Experimental data are compared with the results of a full simulation of the primary interaction, the development of the e.m. and hadronic shower in the atmosphere, the muon propagation in the rock, and the response of both detectors. The physics generator is
contained in the HEMAS Monte Carlo code [8]. It is based on the UA5 multi-cluster parameterization of minimum bias events in $p - p$ and $p - \bar{p}$ colliders, up to $\sqrt{s} = 900$ GeV. Extrapolation to higher energies is made in the context of the inelastic "$\log s$ physics". Nuclear target effects are also included according to experimental data up to an energy of 400 GeV in the laboratory frame. The nuclear projectiles are considered in the context of the superposition model [9]. The hadronic shower and the muon component in the atmosphere are followed down to an energy cut of 1 TeV. The HEMAS code also provides three-dimensional muon propagation in standard rock. The e.m. component of the shower at the EAS-TOP depth, as generated by gamma-rays and electrons of any energy, and by the interactions of charged hadrons with an energy below the quoted energy cut, is obtained from the parameterization of the results of a detailed simulation of showers using GEANT [10], FLUKA [11], and EGS [12] codes with an energy cut of 1 MeV. This interaction model has also been used by the MACRO experiment in the study of the separation of underground muons [6], and of cosmic ray composition through the analysis of the multiplicity distribution of the muon events underground [7]; it has also been used for the study of the e.m. size spectrum as measured by the EAS-TOP experiment alone [13].

We have adopted the following simulation strategy. In the event generator, after sampling mass, energy and direction of the primary particle, we calculate, event by event, the shower size at surface level and the kinematic variables of muons survived underground. For each event the impact position of shower axis is randomized over an area much larger than that of underground experiment, while the e.m. shower front is accordingly moved over the surface array. If at least a segment of track enters the acceptance area of MACRO, a detailed simulation of detector and trigger is started for both surface and underground apparatus. If at this simulation stage the trigger conditions of both detectors are fulfilled, the event is stored as a coincidence event. The same data structure of real events is used, so that simulated events are processed by the same reconstruction codes employed for real data. The reconstructed e.m. size at EAS-TOP level and the reconstructed muons tracks in MACRO are then kept for the analysis. We have simulated a statistical sample corresponding to 2.8 times the experimental one.

In order to summarize some results of our Monte Carlo event generator, and to define the relevant energy range of the coincidence experiment, we report here a parameterization of the conversion between average size and primary energy:

$$N_e(E_0, A) = \alpha(A) \cdot E_0^\beta(A)$$

where $\alpha(A) = 99.8 \cdot A^{-0.33}$ and $\beta(A) = 1.15 \cdot A^{0.012}$, and $E_0$ is the energy/nucleus in TeV. The analogous parameterization for the number of muons underground (for an infinite area detector) are given in Ref. [8]. However, none of these parameterizations is used in the present analysis.

As mentioned in the introduction, for any given input spectrum and composition, the main source of systematic uncertainties in such analyses is due to the insufficiencies of the interaction model.

MACRO has tested the validity of some fundamental features of the interaction model, through the analysis of the distribution of the underground muon separation [6], obtaining a good consistency. This test is also essential for the muon multiplicity analysis in a finite size detector.

We also performed a preliminary comparative check of the systematics associated to the interaction model using the SIBYLL code [14], which is based on the Dual Parton Model [15] with the inclusion of mini-jets. The results indicate that, in the energy range relevant for the combined experiments, the average e.m. size is practically unchanged with respect to the HEMAS results (<0.3%), while the average muon multiplicity underground, $<N_\mu>$, (for an infinite area detector) varies at most by 10%. This was already anticipated in the review of Ref. [16], where other models were considered. Systematic effects are also due to the uncertainties in the rock composition, density and thickness. By including all of them in a 2% error in the thickness, we obtain a systematic uncertainty of 8% in the average muon multiplicity for protons at 100 TeV, decreasing to 1.6% at 1000 TeV. We have additionally verified that a variation of 10% in the simulated $<N_\mu>$ for an infinite area detector, results only in a 3% difference in $<N_{\mu}^{\text{det}}>$ in our set-up. It has to be noticed that the amplitude of the discussed systematic effects (uncertainties in the survival probabilities of muons at a given rock depth, relative importance of particle production in the frag-
Table 1
Integral flux at 100 TeV (m\(^{-2}\) \cdot sr\(^{-1}\) \cdot s\(^{-1}\)) and spectral indices for the pure mass spectra.

<table>
<thead>
<tr>
<th>Mass group</th>
<th>Integral flux (10^{-5})</th>
<th>(\gamma(1) - 1)</th>
<th>(E_{knee}) (GeV)</th>
<th>(\gamma(2) - 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>(3.16)</td>
<td>1.88</td>
<td>(1.83 \cdot 10^6)</td>
<td>2.19</td>
</tr>
<tr>
<td>He</td>
<td>(6.19)</td>
<td>1.92</td>
<td>(2.39 \cdot 10^6)</td>
<td>2.24</td>
</tr>
<tr>
<td>Fe</td>
<td>(1.87)</td>
<td>1.99</td>
<td>(3.85 \cdot 10^6)</td>
<td>2.32</td>
</tr>
</tbody>
</table>

Table 2
Integral flux at 100 TeV (m\(^{-2}\) \cdot sr\(^{-1}\) \cdot s\(^{-1}\)) and spectral indices of the nuclear components of the \(\Sigma\) Model.

<table>
<thead>
<tr>
<th>Mass group</th>
<th>Integral Flux</th>
<th>(\gamma - 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>((1.33 \pm 0.31) \cdot 10^{-5})</td>
<td>1.86 \pm 0.07</td>
</tr>
<tr>
<td>He</td>
<td>((2.28 \pm 0.44) \cdot 10^{-5})</td>
<td>1.72 \pm 0.09</td>
</tr>
<tr>
<td>CNO</td>
<td>((7.09 \pm 0.48) \cdot 10^{-6})</td>
<td>1.67 \pm 0.06</td>
</tr>
<tr>
<td>Mg-Si</td>
<td>((2.48 \pm 0.15) \cdot 10^{-6})</td>
<td>1.82 \pm 0.11</td>
</tr>
<tr>
<td>Fe</td>
<td>((6.94 \pm 0.63) \cdot 10^{-6})</td>
<td>1.60 \pm 0.11</td>
</tr>
</tbody>
</table>

The most significant physical information is obtained through the \(N_e-N_\mu\) correlation, which depends primarily on the cosmic ray composition and is largely independent of the energy spectrum. Fig. 1 shows the relationship between the average detected muon multiplicity \(<N_{\mu}^{det}>\) and Log\(_{10}N_e\). The events are divided into four size intervals, the knee of the spectrum (at \(N_e \approx 10^{5.75}\)) being located at the border between the last two bins. From this plot we derive the following conclusions:

1) The method is essentially sensitive to the primary composition in the last two size bins, where not only
the different mass groups can be better separated, but also the known systematic uncertainties, as discussed above, are expected to be less relevant than in the lower energy region. For these reasons it is difficult to draw any conclusion from the first two bins.

2) In the range \(10^{5.25} < N_e < 10^{5.75}\), i.e. below the knee, the experimental point is:

a) inconsistent with the predictions obtained by assuming a primary beam composed of only protons or Fe nuclei, statistical inconsistencies being at the level of 5 \(\sigma\), and remaining at a level of 3 \(\sigma\) even when including the maximum possible systematics.

b) consistent with an intermediate mass composition \((A \geq 4)\), and in particular with the prediction of the \(\Sigma\) model.

3) At \(N_e > 10^{5.75}\), i.e. above the knee, where only pure compositions are considered, the remaining sample of 72 measured coincident events still appears to be incompatible with the hypothesis of pure p or Fe compositions, with statistical inconsistencies (limited by the size of the sample) being in this case at the level of 2 \(\sigma\). An intermediate mass composition is again the best interpretation of the data.

Further information can be inferred by examining the muon multiplicity distribution in the range \(10^{5.25} < N_e < 10^{5.75}\) shown in Fig. 2. Unlike Fig. 1, such a distribution shows absolute rates of events. For pure compositions the errors in these rates are determined by the maximum quoted systematic uncertainty in the normalization of size spectrum as measured by EAS-TOP alone. In the case of \(\Sigma\) model, the errors are determined by the uncertainties in the extrapolated fluxes, that, considering the maximum possible error, can be as large as 20% for a single nuclear species (see Table 2).

In order to take into account the maximum systematic uncertainties in the statistical estimates, we adopt the following conservative approach. The overall effect of systematics can be projected, for a given e.m. size bin, into an uncertainty on the simulated muon multiplicity. In practice, the maximum error in our analysis corresponds to one unit in the simulated \(N_{\mu}^{\text{det}}\). Therefore we compare the number of observed events above a given \(N_{\mu}^{\text{det}}\) in the experimental live time \(T_{\exp}\), with the calculated number of events with multiplicity above \(N_{\mu}^{\text{det}} - 1\), as obtained in the simulation live time \(T_{\sim}\).

We observe:

a) the measured rate of high muon multiplicities cannot be explained by pure Helium primaries. In fact, according to the above described procedure, we observe 19 events with \(N_{\mu}^{\text{det}} \geq 7\) (experimental live time \(T_{\exp} = 87.5\) days) against 18 expected events with \(N_{\mu}^{\text{det}} \geq 6\) (simulation live time \(T_{\sim} = 245\) days). When the different live times are allowed for, the probability that the observed and predicted number of events are sampled from the same parent distribution is \(2.8 \times 10^{-3}\). This shows that, although pure Helium primaries are still compatible with the \(N_{\mu}^{\text{det}}\) plot of Fig. 1, they cannot explain the tail of the \(N_{\mu}^{\text{det}}\) distribution. A fraction of higher mass primaries, and therefore a mixed composition, is required.

b) The \(\Sigma\) model also seems to predict a lower tail at high multiplicities than the experimental data; however, if the total systematic uncertainty in the extrapolated flux is allowed to be just as large as 30%, the need to increase the amount of heavy primaries in the model is not compelling. The same uncertainty on the flux can explain the event rate, in fact the total number of recorded events in the considered size bin is 359, while the expected one from the \(\Sigma\) model is 288 (i.e. within 25%).

In Fig. 3 we show the similar multiplicity distribu-
Fig. 3. Measured and expected integral distribution of detected muon multiplicities, for $\log_{10} N_e > 5.75$. As explained in the text, the maximum systematic uncertainty is equivalent to one unit in the simulated $N^{\text{det}}_\mu$.

tion for the events above the knee, where of course the $\Sigma$ model is not present. Again a pure Helium beam, although consistent with the data of Fig. 1, cannot explain the tail of the high muon multiplicities. We observe 6 events with $N^{\text{det}}_\mu \geq 12$ ($T_{\exp} = 87.5$ days) against 2 events expected with $N^{\text{det}}_\mu \geq 11$ ($T_{\text{sim}} = 245$ days). The probability that this excess is due to a random fluctuation is $5.5 \cdot 10^{-3}$. This gives evidence for the presence of $A \geq 4$ nuclei in cosmic rays above the knee, and of a mixed composition also in this energy range.

We conclude that the coincident EAS-TOP and MACRO data, in the energy range $5 \cdot 10^{14} - 5 \cdot 10^{15}$ eV, are reasonably explained, below the knee, by the extrapolation of the direct measurements performed at lower energies. Unless substantial changes in the hadronic interaction process are invoked, the presence of elements heavier than Helium is necessary in the whole considered energy range. Furthermore, these data do not favour the hypothesis of a dramatic change towards pure extreme compositions around the knee of the cosmic ray spectrum.
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