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The energy-energy correlation cross section for hadrons produced in electron-positron annihilation
at a center-of-mass energy of 29 GeV has been measured with the MAC detector at SLAC. The re-
sult is corrected for the effects of detector resolution, acceptance, and initial-state radiation. The
correlation is measured in two independent ways on the same data sample: the energy weights and
angles are obtained either from the energy flow in the finely segmented total absorption calorimeters
or from the momenta of charged tracks in the central drift chamber. This procedure helps reduce
systematic errors by cross-checking the effects of the detector on the measurement, particularly im-
portant because the corrections depend on complex Monte Carlo simulations. The results are com-
pared with the predictions of Monte Carlo models of complete second-order perturbative quantum
chromodynamics and fragmentation, with the following conclusions: (1) fitting the asymmetry for
large correlation angles gives values for as of 0.120+0.006 in perturbation theory, 0.185+0.013 in
the Lund string model, and values which vary from 0.105 to 0.140 (+0.01) in the incoherent jet
models, depending on the gluon fragmentation scheme and the algorithm used for momentum con-
servation; and (2) the string fragmentation model provides a satisfactory description of the measured
energy-energy correlation cross section, whereas incoherent jet formation does not.

1 JUNE 1985

I. INTRODUCTION

The energy-energy correlation cross section for
electron-positron annihilation into hadrons provides a
valuable tool for quantitative studies of quantum chromo-
dynamics (QCD) and fragmentation. The correlation
cross section d=/dX describes the energy-weighted angu-
lar correlation, averaged over many events, as a function
of the angle X between pairs of energy flow parcels. Mea-
surement of d2/dX does not involve any ad hoc jet defi-
nition or isolation of specific event topologies and there-
fore opens to scrutiny the nature of hadronic energy flow
in terms of internal event angles, without reference to a jet
axis or attempting to distinguish between two- and three-
jet events. Specific predictions for dX/dX have been
made in the context of first-order! and second-order®?
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perturbative QCD, which neglect fragmentation contribu-
tions. The effects of gluon emission are emphasized and
those of fragmentation are minimized in the asymmetry
o/ (X) of d=/dX about X =90°. However, various Monte
Carlo models differ on the importance and precise contri-
bution of fragmentation to the observed correlation and
its asymmetry, and hence on how the strong coupling con-
stant ag should be extracted from the data. This situation
has led to a variety of approaches to analysis in previous
experiments.*— 12
The energy-energy correlation cross section is given by’
1 1

ds
ax XK= AX N

> S €en(2—38,), (1)

evts evtsI>m

where the €; represent the normalized energy-flow vectors
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of the hadrons in any event, satisfying >, | €; | =1 (energy
conservation). The first summation in Eq. (1) averages
over the N, hadronic events in the sample, and for each
event the second summation includes all unique pairs of
€;’s with <(e€;,€,,)=X;*(AX/2), where X; are central
values of bins with width AX. The final factor with the
Kronecker 8 correctly treats self-correlation terms, ensur-
ing the normalization

== X)dx=1. (2)
o dX (X) X
The asymmetry 2/ (X) is defined as
d3
—_— - 3
o (X) (17' X)— ax ——(X) . (3)

In this article a high-statistics measurement of d=/dX
is presented. The data were collected with the MAC
detector, which operates in the PEP electron-positron
storage ring at the Stanford Linear Accelerator Center.
The analysis uses 65000 hadronic events collected over a
two-year period corresponding to an integrated luminosity
of 215 pb~! at Vs =29 GeV. The data are compared to
calculations based on perturbation theory alone and to
predictions of Monte Carlo models which mclude string
and incoherent jet fragmentation as well.

II. APPARATUS AND EVENT SELECTION

The MAC detector”!® consists of a 1-m-diameter
solenoid coil containing a drift chamber, surrounded by
electromagnetic shower detectors, trigger scintillators,
magnetized-iron hadron calorimeters, and muon-tracking
drift chambers, all covering about 97% of the solid angle.
Events trigger the apparatus on the basis of scintillator
hits, energy deposition, tracking information, or combina-
tions of these, resulting in high detection efficiency for
multihadrons.

The central drift chamber tracks charged particles with
833 drift cells arranged in 10 cylindrical layers at equally
spaced radii from 12 to 45 cm. The layers have the rec-
tangular arrays of field and sense wires for each cell
oriented alternately parallel and at plus and minus 3° to
the beam line to allow measurement of the axial position
of the track crossing. Each cell has two closely spaced
sense wires to measure the drift distance without right-left
ambiguity. In the 0.57-T axial magnetic field the point
measurement error of 200 um corresponds to an inverse
momentum resolution of

O1/p=6.5% sind (GeV /c)~!

for 23°—157° in polar angle 9, and somewhat worse resolu-
tion at smaller angles, 17°—23° and 157°—163°, where only
5—9 layers are crossed. The angular resolution in az-
imuth varies from 0.15°—0.30° and in polar angle from
0.2—1.2°, depending on 6 and the number of layers
traversed by the particle.

The finely segmented total-absorption calorimeters
measure the magnitude and direction of the energy flow
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for both charged and neutral particles. Central-section
barrel shower chambers and hadron calorimeters in a hex-
agonal geometry measure particle energies at wide angles
to the beam; endcaps complete the solid angle coverage
down to 10° in polar angle. Layers of proportional wire
chambers (PWC’s) alternate with 0.25-cm lead absorber in
the shower chambers or 2.5-cm iron in the hadron and
end-cap calorimeters. The energy resolutions for elec-
tromagnetic showers are o0y =20%V E (GeV) in the cen-
tral shower chambers and 45%V'E in the end caps; the
iron calorimeters achieve oz ~75%V'E for hadron cas-
cades. In the central section 1.9° azimuthal segmentation
and charge division yield angular resolutions for showers
of about 0.7° in ¢ and 1.4° in O, respectively. Comparable
resolutions are attained in the end caps, where wire group-
ings correspond roughly to polar angle segments and
cathode readout gives azimuthal information. The
calorimeters are also segmented in depth: the central
shower chambers into three groups (from the coil out-
ward) of 7, 10, and 12 lead-PWC layers, the central had-
ron calorimeter into three equal groupings of 8 iron-PWC
layers each, and the end caps into four layers (from the in-
side outward) of 3, 6, 11, and 8 iron-PWC layers.

The criteria developed to select hadronic events exploit
the large solid-angle coverage of the detector while
minimizing background contamination. First, three cuts
based on the calorimeter energy hits E; =(E;,0;,¢;) reject
topologies characteristic of backgrounds, particularly
two-photon production of hadrons. An event remains in
the sample only if the visible energy E =3, |E;| ex-
ceeds 12 GeV, the transverse energy component
E, =73 | E,;|sinb; is larger than 7.5 GeV, and the net im-
balance | I | =(| 2 E; | /E;) is less than 0.65. Next, at
least five charged tracks must be reconstructed in the cen-
tral drift chamber, and the momenta p; of all such tracks
must sum to P, ;= |p;| >2 GeV/c. Visual scanning
of the ~10% of the events with marginal visible or trans-
verse energy, imbalance, momentum sum, or “event quali-
ty” (defined, for example, by the average number of hits
per track in the central drift chamber) eliminates some
remaining backgrounds, such as cosmic rays and
Bhabha-scattering events with extra tracks. Two-photon
rejection is enhanced by discarding events which fail at
least two of the more restrictive requirements: E; > 15
GeV, E| >9.1 GeV, or I <0.55. Approximately 100000
events survive these cuts, which are identical to those used
in a measurement of the total hadronic cross section.’

Additional requirements are made for the energy-
energy correlation event sample to reduce systematic un-
certainties in the measurement. To ensure nearly full con-
tainment of all particles within the detector’s angular ac-
ceptance, the energy flow thrust axis is required to be
more than 40° away from the beam line. To discriminate
against events with hard initial-state radiation leaving the
detector at small angles to the beam (which have large ra-
diative corrections) the component along the beam line of
the imbalance vector I must have magnitude less than
0.25. About 65000 events pass these tighter cuts. Monte
Carlo studies show that together all the criteria accept
about 50% of the total cross section, and admit only 2%
background into the sample.
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III. MODELS

General arguments' can be made that the energy-energy
correlations for two-jet fragmentation are dominantly
symmetric about X =90°. A naive approach to extracting
the strong coupling constant, then, is to assume a priori
that all fragmentation effects, including those from the
gluon, vanish in the asymmetry for large correlation an-
gles, and hence that the asymmetry of the hadrons is the
asymmetry of the partons. In this case, ag can be directly

|

_G%s _ 3-2
Com 3[°(1—¢

where £=+(1—cosX). Two computations of the second-
order QCD contribution, one numerical® and the other
based on Monte Carlo parton event generation,? agree that
G (X)=3, nearly independent of X. At the parton level,
then, the net effect on the asymmetry from terms of order
ag? is about 10%.

The data will also be compared to predictions of the
Lund Monte Carlo' (version 5.2) for hadron production
in ete ™ annihilation. This computer program first gen-
erates ete~—qq(g)(g) events using the perturbative
QCD matrix elements, complete to order ag? and includ-
ing virtual corrections.!> It then simulates the fragmenta-

tion of these states into hadrons according to either the:

Lund model'® for string fragmentation (STR) or any of a

number of incoherent jet (ICJ) models. In the string
model the parton system is formally replaced by a relativ-
istic, massless, color-singlet string with diverging end
points corresponding to the emerging quark and anti-
quark; gluons are represented by kinks on the string
which carry energy and momentum. The stretching
string breaks in a number of places, at each point conserv-
ing momentum and producing a quark-antiquark pair at
the broken ends. The momentum-carrying string pieces
eventually coalesce to form primary hadrons. Conversely,
incoherent jet models, based on the work of Field and
Feynman!” and embodied as well in other Monte Carlo
programs,'®!® have the partons fragment independently in
the annihilation rest frame; a gluon is treated as a quark-
antiquark pair, with its momentum either given entirely to
one quark (g =gq) or shared between both (g =¢¢) accord-

ing to some distribution, e.g., the Altarelli-Parisi func-,

tion.? Momentum conservation needs to be imposed on

an ICJ final state in a manifestly ad hoc manner; no con-
sensus has emerged as to the most appropriate algorithm
to do so. In the “boost” technique,'? all particles undergo
a Lorentz transformation into the zero-momentum frame
whereas the “jet” method!® attempts to equalize the ratios
of jet to parent-parton momentum by rescaling the longi-
tudinal components -of individual hadron momenta
separately within each jet. Different choices for gluon
fragmentation and momentum conservation lead to dif-
ferent predictions®! for d=/dX. In particular, to account
for a given measured asymmetry, larger values of ag are
required for softer gluon jets (g =¢g and/or boost) than
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obtained from the observed asymmetry by fitting it to the
second-order perturbative QCD result

o H(X)=u (X)

Qs
1+—GX) |, 4)
T

where the first-order asymmetry
.Ml(X)EQl(‘IT—X)—Q1(X) (5)

is obtained from the analytic first-order result!

S [36(2—3£)+2(3—6£+28M)In(1—£)] , ©

[

for harder ones (g =g and/or jet).

In addition to the strong coupling constant ag, the
parton-level event generation requires specification of the
infrared cutoff y.;,. The relative sizes of two-, three-,

" and four-parton cross sections are defined by the require-

ment that y, the invariant mass scaled to the center-of-
mass energy of any two partons, exceeds y,;,. The
energy-energy correlation asymmetry of the partons gen-
erated in this manner approaches the perturbative result
of Eq. (4) from above as y;,—>0, but the asymmetry of
the final-state hadrons is relatively insensitive?* to the ex-
act value over the entire X range for y,;, <0.02, and for
X >40° up to ynin=0.05 (Ref. 11).

In both STR and ICJ models the momenta of secondary
quarks in the jet cascade are generated according to func-
tions with adjustable parameters. The momentum trans-
verse to the initial parton direction forms a Gaussian
spectrum of variance 20q2, where previous experiments?3
indicate 0,~300 MeV/c. Longitudinal momentum is
determined from the fragmentation function?*

f(z)=%(1_z)Ae—Bm,2/z , e

where z is the fraction of the remaining parton energy
plus longitudinal momentum taken by a hadron with
transverse mass m,=(m?+4p,?)1”2. The parameters 4
and B are constrained to lie on a curve in (4,B) space to
maintain the observed multiplicity, a curve that depends
On Ymin, &s, and o,. The energy-energy correlation cross
section is very insensitive, however, to the position (4,B)
on this curve. Typically the parameter A4 is fixed at 1.0,
and B varied to match the observed charge multiplicity.
Fragmentation alters the asymmetry from the QCD
prediction of Eq. (4) in all the models over at least part of
the X range. However, for any one model at fixed Vs, the
asymmetry for X >40° has the general shape of Eq. (4),
scales nearly linearly with ag, and has a small sensitivity
to variations in other model parameters. Therefore the
strong coupling constant can be determined within the
context of each model from comparison with the mea-
sured asymmetry alone. The predictions for the full
correlation differ substantially in shape from model to
model, though, opening the possibility that measurement



31 MEASUREMENT OF ENERGY-ENERGY CORRELATIONS IN . . .

of d3/dX might distinguish among the fragmentation
models.

The implementation of complete second-order QCD in
the parton generation of the Lund Monte Carlo (the
FKSS'" scheme with p;, cut) is not unique.?! Alterna-
tively, the ERT? or VGO?® schemes may be used; these
are equivalent?’ to FKSS only when arbitrarily soft gluons
are included. In addition, modifications to FKSS have
been implemented!? as the “extended FKSS” scheme. For
the soft-gluon cut, Sterman-Weinberg energy-angle (€,A)
criteria?® can be used instead of y,,;, to determine the rel-
ative two-, three-, and four-parton cross sections. For
nonvanishing infrared cutoffs, required for perturbation
theory to be valid, the choice of scheme (ERT, VGO,
FKSS, or extended FKSS) and cutoff variable [y, or
(e,A)] can affect the postfragmentation cross sections.
The extent to which this choice changes dX/dX and
2/ (X) has been only partially investigated, with results
shown in Table III and discussed in Sec. V and Ref. 12.

IV. CORRECTIONS AND MEASUREMENT
TECHNIQUE

Distortions to the energy-energy correlation cross sec-
tion arise due to radiation of photons by the initial-state
electrons or the final-state partons, detector resolution in
angle and energy, and the limited acceptance imposed by
solid angle coverage and event selection criteria. Remov-
ing these effects facilitates direct comparisons of the data
with theoretical predictions and results from other experi-
ments. This unfolding is achieved by multiplying the raw
dX/dX by the factor

[1+8(X)1(1+80) . . (8)

The correction [1+48(X)] is computed as the ratio of a
specific hadron-production model’s prediction for d=/dX
to that obtained from folding the model with a Monte
Carlo simulation® of initial-state radiation?® and detector
response’’ to hadronic events. The X-independent shift &,
is introduced to preserve the overall normalization of Eq.
(2); perfect modeling would have §,=0. Final-state radia-
tion of photons off quark lines has not been included in
the Monte Carlo, but is expected to contribute a negligible
amount to the correlation because of the relatively weak
electromagnetic couplings.

Because the corrections rely heavily on extremely com-
plex detector modeling that is inevitably imperfect, sys-
tematic errors are difficult to estimate a priori. Although
the MAC detector Monte Carlo yields excellent agree-
ment® with the data on many global distributions for ha-
dronic events, such as charge multiplicity, visible energy,
and thrust axis direction, subtle inaccuracies known to ex-
ist could propagate nontrivial errors into the corrections.
In order to probe such subtleties and to establish a reliable
estimate of systematic errors, the energy-energy correla-
tion cross section is measured and corrected separately
with both the calorimeters and the central drift chamber
on the same event sample. For these two independent
measurements either the calorimeter hits E;/E. or the
charged-particle momenta p; /P,; are used as the €; in the
computation of Eq. (1). A typical hadronic event il-
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luminates about 80 channels in the calorimeters, and has
about 11 detected charged particles in the drift chamber.
For the central shower and central hadron calorimeter,
hits without good longitudinal position information from
charge division are rejected. For the central drift
chamber, only those tracks assigned to the primary vertex
and with hits in at least 7 of the 10 layers are accepted (a
track with 6 hits is accepted if its momentum exceeds 300
MeV/c). These last requirements ensure that spurious ac-
tivity and malfunctioning channels in the detector do not
affect the measurement.

Figure 1 shows the correction 8(X) for the tracking and
calorimetry as well as the resulting fractional corrections
8./(X) to the raw asymmetry .o/ (X). The differences be-
tween the two sets of corrections reflect the many differ-
ences in the efficiencies and resolutions (in angle and ener-
gy) of the calorimeter and the tracking chamber. All four
curves result from smoothing out the fluctuations in the
corrections generated from Monte Carlo studies with sta-
tistical errors of about 2% in d=/dX and about 15% in
&/ (X). The errors remaining in the curves of Fig. 1 due
to this smoothing procedure are estimated to be approxi-
mately +1.5% in 8(X) and £10% in 8 _,(X). Within the
range 30° <X < 150° all four curves in Fig. 1 are slowly
varying and of moderate magnitude, in sharp contrast to
the rapidly changing behavior outside this region. Hence
imperfect modeling leads to differences between the two
measurement techniques, as well as systematic errors, that
can be expected to be greater for very large or very small
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FIG. 1. (a) The fractional corrections 8(X) applied to the raw
energy-energy correlation. (b) The fractional corrections 8.(X)
applied to the raw asymmetry. In both figures the solid
(dashed) curves apply to the measurement using the calorimeters
(central drift chamber).
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correlation angles than for intermediate values. The
values of the constant normalization shifts 8§, for the
calorimetry and tracking are 0.8% and 1.9%, respectively,
indicating that the hadronic event modeling reproduces
the general X variation of the data very well.

In principle the corrections can depend on the model
used to generate the hadronic events. The corrections for
both measurement techniques shown in Fig. 1 are identi-
cal for events generated with string fragmentation and
with incoherent jet formation, within the smoothing er-
rors quoted above.

V. RESULTS AND CONCLUSIONS

Figure 2 shows the corrected distributions for the two
measurements. The discrepancy between them grows
from ~3% for X =90° to a maximum of ~7% for larger
or smaller X values, the trend anticipated from the shapes
of the corrections. Interpreting the discrepancies between
the two sets of data as a gauge of the systematic errors, at-
tributable to inaccuracies in detector modeling, the best
measure of the energy-energy correlation cross section and
its asymmetry is taken as the arithmetic mean of the
calorimetry and tracking results. The total error in each
X bin is computed by summing in quadrature the larger of
the two statistical errors and a systematic uncertainty; the

0.25 —— T
(a) o Calorimetry
a Trocking
; 0.20 ) OOAAAAO
» a
< o °
= 82 Oa
(o]
E o 4ao ozA 8
Soiusp & oa .
= 20 ORRA
L) ogA
a 2880 2!
230280878 -
3 =
o) Il 1 1 L 1 | I | ! l' 1
o] 30 60 90 120 150 180
X (degrees)
0.06 T T T T T
(b)
o
0 ° 8 o
0.04 - 0% s 4 T
x g A 4: © Calorimetry
K3 A A Trackin
< ot *a °
% o %q
0.02 - %é .
s
8 *$
¢%§
o ! 1 ! I L %a
o 15 30 a5 60 75 90

X (degrees)

FIG. 2. (a) The corrected energy-energy correlation d=/dX.
(b) The corrected asymmetry «(X). In both figures the open
circles (triangles) represent the measurement of the calorimeters
(central drift chamber). The data are scaled by sinX to facilitate
presentation on a linear scale. Only the statistical errors of the
data are shown.
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latter consists of a Monte Carlo correction error [1.5% for
d3/dX and 10% for ./ (X)] added in quadrature with
half the difference between the calorimetry and tracking
values. The errors for the asymmetry 7 (X) are calculat-
ed separately to avoid the systematic errors in dX/dX
that are symmetric about X =90°. The numerical values
are given in Table I and are plotted in Fig. 3. The statisti-
cal errors in d=/dX are smaller than the systematic con-
tributions and the total error is 3—4 % over most of the ¥
range. The total error in the asymmetry for X > 40° con-
tributes only 5% to the determination of ag within any
model.

An attempt has been made to vary the parameters in
the Monte Carlo models discussed above to obtain agree-
ment with the data. The procedure to do so is iterative
and consists of adjusting (i) ag, in steps of 0.005, to match
the measured .27 (X) for X >40°, with fixed y;,=0.015;
(ii) the fragmentation-function parameter B, in steps of

0.30 T T T T T
— STR (ag =0.185, 0 = 310 MeV/c) (a)
=== 1CJ1 (ag = 0.125, og = 330 MeV/c)
x 0.20+
£
"
X
>
N AL
~ 4
S o5
[
I
| ]
0 1
o 30 60 90 120 150 180
X  (degrees)
0.06 T 13 T T T
. —STR (ag=0.185) (b)
r ) % === 1CJ1 (ag=0.125) 7
0.04 T, ++QCD (ag=0.120) |
= <N
i .
¥ oo2 | !
F
0 1 1 |
o) 15 30 45

X  (degrees)

FIG. 3. (a) The corrected energy-energy correlation d=/dX
and (b) the corrected asymmetry 7 (X), both multiplied by sinY,
as determined from the average of the results from the
calorimetry and tracking shown in Fig. 2. The error bars in-
clude the statistical error of the data, a contribution from the
corrections, and a systematic error estimated from the differ-
ences between the two measurements as described in the text.
The curves show the predictions of the best-fit string (STR) and
incoherent jet (ICJ1) fragmentation models, using the Lund
Monte Carlo and FKSS scheme, with the parameters shown in
Table II. The dotted curve in (b) shows the result from fitting
the asymmetry to second-order perturbative QCD according to
Eq. 4).
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TABLE I. The numerical values of the corrected energy-energy correlation d3/dX and asymmetry
7 (X) with combined statistical and systematic errors. Co- :

X
(deg) %(X) (mrad—!) %(17—){) (mrad—"') 2 (X) (mrad—!)
1.8 1624+305 241+16 —1383+321
5.4 430+21 575+13 145420
9.0 580+25 743+13 164+26
12.6 589+19 747+15 158+19
16.2 560+13 682+24 122+17
19.8 493+10 595+25 102+21
234 424+10 518+19 94115
27.0 360+10 451+16 90+12
30.6 306+12 392+14 86+10
34.2 267+8 343+13 77+10
37.8 24145 302+11 6119
41.4 21745 269+8 52+7
45.0 197+6 241+7 44+5
48.6 180+6 2176 3714
52.2 167+5 1975 31+4
55.8 155+4 182+4 26+3
59.4 148+3 169+4 2143
63.0 139+4 158+3 19+3
66.6 13443 149+4 15+2
70.2 129+4 14343 13+3
73.8 127+4 136+4 9+2
77.4 125+3 13343 8+2
81.0 122+4 128+3 612
84.6 122+3 125+3 242
88.2 12243 123+3 1+2

0.01, to yield the correct mean charge multiplicity, with
fixed 4 =1.0; and (iii) o, in steps of 10 MeV/c, to mini-
mize the X? for the fit of the model’s d=/dX to the data.
Depending on the initial values used, a few iterations over
these procedures are required to obtain consistency, be-
cause the asymmetry depends weakly on o, and the
charge multiplicity depends weakly on both ag and o,.
The relative X? values obtained with different models are
more significant than absolute values because the bin-to-
bin correlations of the systematic errors have not been in-
cluded. The best-fit parameters for five models are shown
in Table II and two of the cross sections (STR and ICJ1)
are plotted in Fig. 3. The row and curve labeled QCD is
obtained from fitting the measured .27 (X) to Eq. (4), yield-
ing3! ag (QCD)=0.120+0.006. The errors assigned to ag

for the five models include the measurement error of 5%
added in quadrature with a 5% Monte Carlo contribution.
The latter accounts for the finite step size and slightly dif-
ferent values of ag that would result with other compati-
ble choices of the parameters [e.g., other yu;,, o,, or
(A,B) values].

The string model reproduces the measured d=/dX with
considerably smaller X? than incoherent jet fragmentation
(each ICJ model has a X? more than 2.8 times larger). All
four ICJ models predict higher values near X =90° than
the data and lower near X =30° or 150°. Any ICJ predic-
tion for d=/dX can be shifted slightly up or down (nearly
uniformly over the range 20° <X < 160°) by varying ymin
and/or o, without significantly improving the fit to the
data. The data are systematically shifted away from the

TABLE II. The parameters resulting from fitting the data to five Monte Carlo models of QCD and
fragmentation and to perturbative QCD (row 1). For all cases except QCD in row 1, which uses the an-
alytic formula of Eq. (4), the FKSS scheme in the Lund Monte Carlo was used, with Ymin=0.015 and
the fragmentation parameter 4 fixed at 1.0. For the g =47 cases, the quark and antiquark share the
gluon momentum according to the Altarelli-Parisi function.

Gluon P

Label fragmentation conservation B (GeV™?) o, (MeV/c) as from «(X) X2 for d3/dx
QCD None 0.120+0.006

STR String 0.67 310 0.185+0.013 35

ICJ1 g=q Boost 0.47 330 0.125+0.009 136

IC)2  g=gq7 Boost 0.60 320 0.140+0.010 201

ICJ3 g=q Jet 0.43 360 0.105+0.007 98

I1CJ4 g=qq Jet 0.50 350 0.110+0.008 142
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string model prediction by small amounts near X =30° and
150°, a feature reflected more strongly in the asymmetry,
but it is unclear whether this represents an inadequacy in
the corrections or a deficiency in the model. Indeed, for
small angles in the asymmetry, the corrections are large
and changing rapidly, and the model displays considerable
sensitivity to ymi, (Ref. 11).

All the models represent the measured asymmetry well
for X >30° the value of ag for the string model is
0.185+0.013, and for ICJ models varies from 0.105 to
0.140 (£0.01), depending on the choice of gluon fragmen-
tation and momentum conservation scheme. If only
first-order perturbative QCD were used in the Monte Car-
lo calculations, the values of ag would be larger by about
10% for incoherent jet models and by about 30% for the
string model. This suggests that nontrivial corrections are
likely to occur at higher orders than ag?, especially for
string fragmentation. All the models predict a higher
asymmetry for X <30° than observed. This is the region
where the corrections are large and changing rapidly, an
effect that is perhaps not properly included in the errors
assigned to the asymmetry.

The above conclusions are unchanged when the track-
ing and calorimetry data are analyzed separately. The
two sets of independently measured points shown in Fig. 2
are identical, within errors, for the asymmetry .o/ (X) for
X > 40° so that the best-fit value for ag in any model is
virtually the same as shown in Table II; furthermore, they
are similar in the shape of d=/dX for 20° < X < 160°, thus
leading to the same conclusion regarding the preference of
the overall fit for string fragmentation over ICJ models.
The different absolute levels of d2/dX in the two data
sets do result in different values of o, and B. In each
fragmentation model, the calorimetry (tracking) data yield
best-fit values for o, about 25 MeV/¢ larger (smaller) and
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for B about 0.04 GeV~? smaller (larger) than the
combined-data fits of Table II.

Table III briefly summarizes experimental results on
energy-energy correlations in high-energy e “e ~ annihila-
tion into hadrons. The preference for the string model
seen in this experiment was also observed in the JADE!!
analysis, but Mark J7 obtained equally good fits with the
string model and an incoherent jet model (g =¢gg and
boost, corresponding to ICJ2 in Tables II and III). The
other experiments did not present data for d=/dX. The
ag values of this experiment obtained from the asym-
metry at large correlation angles are consistent with those
found by JADE,!! CELLO,!° and TASSO,'? but are about
20% larger than those determined by Mark J.7 At least
part of this difference can be attributed to different treat-
ments of second-order QCD at the parton generation level
in the Monte Carlos. This effect is most apparent in the
last column of Table III where the direct comparison of
extended FKSS with ERT from Ref. 12 is given, which
shows that when (€,A) cuts are used, systematically lower
values of ag are obtained with ERT than with extended
FKSS.

In conclusion, the energy-energy correlation cross sec-
tion has been measured with high statistics and compared
with models of second-order QCD and fragmentation.
Two analyses of the data use independent measuring de-
vices, the drift chamber and the calorimeters, and give
similar results when separately corrected for detector bias
and initial-state radiation. Differences between the two
results are used to estimate systematic errors in the mea-
surements and corrections. Values of the strong coupling
constant as a parameter in Monte Carlo models are deter-
mined from the asymmetry in the correlation. A much
better description of the data is obtained with the string
fragmentation scheme than with incoherent jet models.

TABLE III. A brief summary of results on energy-energy correlations from five experiments is

shown. The symbol - -

- » signifies that an appropriate result was not available for that table entry.

Other symbols and abbreviations are explained in the text or Table II. Errors for the ags values quoted
have been omitted, but are all in the range of +(5—15)%.

Experiment MAC JADE Mark J CELLO TASSO
This
Reference article 11 7 10 12
Vs (GeV) 29 34 34 34 34
Measured d=/dX? Yes Yes Yes No No
dX/dX best-fit model STR STR STR&ICJ2 e s
: Extended
Second-order QCD FKSS FKSS ERT FKSS FKSS/ERT
Ymin=0.015  y.;n=0.0125 e=0.1, Pmin=0.03 €=0.2,
A=13°" A=40°
ag from & (X) in STR 0.185 0.165 0.14 0.19 0.190/0.159
as from &Z(X) in ICJ1 0.125 0.123 coe e 0.15 0.139/0.117
ag from &Z(X) in ICJ2 0.140 0.140 0.12 SR 0.157/0.127
as from Z(X) in ICJ3 0.105 0.112 .o 0.12 R
as from «Z(X) in ICJ4 0.110 0.115 cee
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