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1. - INTRODUCTION. -

The crucial role of short distance behaviour in elementary particle theory is widely recognized. In the last years the experiments at SLAC on deep inelastic electron scattering [(1), (15), (26), (153), (130)] have dramatically evidenced the fundamental role played by short-distance behaviour. In this case one is indeed exploring the behaviour at short distance of a product of two electromagnetic currents. Deep inelastic neutrino reactions [(30), (125), (39), (134)] are similarly related to the product of two weak currents. The forthcoming developments at NAL will provide additional stimulus and a new bunch of data on a wider range.

The short distance behaviour of an operator product of e.m. or weak currents is, of course, not only important for deep inelastic scattering, but also plays an important role in the theoretical description of other phenomena (such as for instance non-leptonic decays, electron pair annihilation, etc). K. Wilson [(159)] has given a deep
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and original discussion of the operator product expansion and of its applications, Wilson's expansion for the product of two currents has the form

\[ \mathcal{J}_\mu(x) \mathcal{J}_\nu(y) = \sum_n c_{\mu \nu}^{(n)}(x-y) O_{\nu}^{(n)}(y) \]  

In eq. (1.1) \( c^{(n)}_{\mu \nu}(x-y) \) are c-numbers and \( O_{\nu}^{(n)}(y) \) are local operators. The c-numbers are generally singular at short-distance. The expansion has been discussed in different theoretical frameworks, such as perturbation theory [20], (163), (164), (159), (165)] and in model field theories. There has been particular discussion of operator expansion in the Thirring model [(154), (103), (159), (160), (117), (50)]. The conclusions strongly support the conjecture of the existence of an operator product expansion. In his important paper [(159)] Wilson especially emphasized the idea of using the concept of operator product expansion together with the assumption of scale invariance at short distances. Scale invariance has been invoked since many years in elementary particle theory [(106), (108), (118), (119), (159)]. In the expansion in eq. (1.1) scale invariance allows for the determination of the degree of singularity of the coefficient \( c^{(n)}_{\mu \nu}(x-y) \). The determination is based simply on comparison of the "scale dimensions" of the left- and right-hand-sides in eq. (1.1). It is then of preliminary importance to know whether the operators \( O_{\nu}^{(n)} \) have definite "scale dimensions", or not. And, in case they have definite "scale dimensions" to know their actual values. Field theory investigations on this point have been very intricate, difficult, and not yet conclusive [(31), (43), (160), (148+151), (44), (91), (161)]. On the other hand the set of operators \( O_{\nu}^{(n)} \) is expected to contain at least some operator of well defined dimension, such as the currents (weak and electromagnetic, or, more generally, the unitary
currents), and the stress-energy tensor. The currents have dimensions 3 in mass units and the stress-energy tensor has dimension 4. The existence (necessary in any local covariant theory) of a stress tensor $\sigma_{\mu\nu}$ of definite dimension 4 has led to the suggestion that the scaling observed at SLAC is in fact explainable on the basis of the presence of $\sigma_{\mu\nu}$ among the operators $O_n$ in the right-hand-side of eq. (1.1) [40]. The most simple explanation in terms of a single tensor of dimension 4, namely $\sigma_{\mu\nu}$, seems in conflict with the different scaling of neutron and proton data. A more detailed argument making use of the universality of the coupling of $\sigma_{\mu\nu}$ can however be developed and provides a more general justification [120] (a point which has particularly been emphasized by K. Wilson [162]). Once scaling is accepted as it must anyway because of experiment it can be shown by different arguments that a subset of operators $O_n$ must exist, in eq. (1.1), with dimensions $d$ related to their spin by $d = s+2$. Among them is the energy-momentum tensor with $s=2$, and $d=4$.

A simple way to demonstrate such a statement is from the convergence of the Bjorken-Callan-Gross sum rules [31], (13), (32). Following the general treatment by Bjorken [13] one has the sum-rules

$$(1.2) f_\omega \equiv \lim_{P_z \to \infty} \int \omega^n F_\omega (\omega) = \int \frac{d^3 \vec{x}}{P_z} \langle P_z \mid \frac{2^n}{\mathcal{N}^n} \hat{j}(x) \hat{j}(0) \rangle \mid P_z \rangle$$

for each $n=1, 3, 5, \ldots$. In eq. (1.2) $\omega$ is the scaling variable, $\omega = -q^2/2 \gamma$, in the usual notations, and $F_\omega (\omega)$ is the transverse scaling functions; $j_\chi$ is the $x$-component of the e.m. current and $p=(p_0, 0, 0, p_z)$ is the nucleon momentum. The positivity of $F_\omega (\omega)$ ensures that each momentum integral $f_n$ in eq. (1.2) is positive and that the $f_n$'s form a monotonic decreasing sequence. The relation $d=s+2$ comes out in
the following way. In eq. (1.2) the matrix element of \( \left[ \gamma^n j_x / \partial t^n j_x \right] \) carries \( n+1 \) momenta. The leading term in the commutator is then contributed by some operator, which we call \( O^{\mu_1 \ldots \mu_{n+1}} \), which has spin \( s=n+1 \) and dimensions, in mass units, \( d=n+3 \). Thus \( d=s+2 \), that is, one has a particular relation to satisfy between spin and dimension. The relation would indeed easily be satisfied in a quark model through the (uncritical) assertion that each local operator keeps its "canonical" dimensions, as in free field theory, where such operators are constructed as Wick products of free fields. But the situation is not expected to be so simple in renormalized field theories \[ (159) \]. The problem is indeed a complicated dynamical one \[ (31), (43), (160), (148+151), (44), (91), (161) \]. From work of Callan, Coleman and Symanzik (see refs. \[ (31), (43), (148+151), (44) \]) it appears that, under some assumptions, one obtains renormalized dimensions (i.e. not necessarily canonical dimensions, but at least definite dimensions) in the so-called deep euclidean region and possibly also in the situation when the four-vector \( x^\mu : y^\mu \) vanishes (the tip of the light-cone). The extension of such arguments to the whole light-cone is not yet known. For the operators relevant to an expansion on the whole light-cone \[ (21), (22), (29), (95), (23), (71), (81), (82), (100), (114), (115), (25), (72), (167), (73), (147), (87), (45) \] one would have to prove much more, than just definite dimensions, namely, the relation \( d=s+2 \) (canonical dimensions). The argument showing that the scaling behaviour results from the configuration space behaviour on the light cone is well known (see for instance ref. \[ (95) \]). In the Fourier transform

\[ e^{i \mathbf{q} \cdot \mathbf{x}} \mathcal{P} \left[ j_x \left( x \right), j_y \left( 0 \right) \right] | p > \propto | \mathbf{q} |^d \]

of the current correlation function one can write the exponent asympt
totically as

\[ q \times = V x_0 - x_3 \left( V + \frac{m}{\omega} \right) \]

by choosing the rest frame for the nucleon \((p=(m,0))\) and the \(z\) direction along the vector \(\vec{q}\). For \(V \to \infty\) the integrand at \(x_0 \sim x_3\) gives the dominant contribution, and because of the causal structure of the commutator this means that one is indeed exploring the light-cone.

For discussion on the relations between the \(p \to \infty\) method with equal time commutators and the light cone, see for instance refs. [1(13), (2), (102), (112), (45)]. In fact one is exploring the whole light cone and not only its tip. Note however that the positivity conditions play a fundamental role in that they allow to formulate restrictions on the operator product expansion, only by making use of its behaviour near the tip of the light-cone. This shows the power of the equal-time-commutator approach [3(33), (46), (13), (34), (47)] and suggests the predominant role of the stress-energy tensor in the problem of scaling [4(40), (120)].

When the naïve quark commutators are assumed [7(73), (45), (87)] both approaches, the one using equal time commutators or small distance behaviour of operator products, and the one postulating a quark-model light-cone expansion (possible including gluon coupling [1(11), (24), (73), (87), (45)] reproduce a full set of testable relations [1(116), (121), (73), (45), (87), (49)], which show the almost complete identity of such models to the more explicit parton model by Feynman [6(68), (69)] and Bjorken [12(12), (14)] (see refs. [5(52+60), (83), (136), (137), (171)]). In the parton model the virtual photon interacts very rapidly with the constituent as compared to the typical interaction time among constituents which can therefore be assimilated to free particles. The parton model predictions are however more detailed in that they are based on particular parton distributions.
The approach using the algebraic concept of scale invariance was advocated by Wilson in connection to operator product expansion \[ (159) \] and soon after adopted in the theory of deep electroproduction \[ (40), (120), (79), (80), (152) \]. Previous work on the algebraic notion of dilatation invariance had been developed earlier on the basis of independent theoretical speculations \[ (106), (108), (118), (119), (159) \]. The extension from dilatations to the entire conformal algebra (see refs. \[ (51), (89), (126), (127), (158), (74), (75), (104), (90), (105), (37), (107), (109), (38), (122), (32), (18), (88), (152), (35), (141) \]) may be justified on the basis of a number of reasons (none of them being however compelling):

(i) Lagrangian field theories which are formally invariant under dilatations are often invariant also under special conformal transformations. For instance, a sufficient condition (but not necessary) is the absence of derivative couplings.

(ii) Conformal transformations leave the light-cone invariant.

(iii) The conformal algebra provides for a natural homogeneization of the inhomogeneous Poincaré algebra.

The algebraic implications of conformal invariance on the light cone were studied, in ref. \[ (41) \], within the formalism using equal-time commutators. The requirement of covariance under the infinitesimal generators of SU(2, 2)(the covering group of the conformal group) can directly be imposed on an operator product expansion on the light-cone \[ (63), (64), (66) \]. To such purpose one has first to analyze the transformation properties of the infinite set of local operators which provide a basis for the operator expansion \[ (64) \].

It will be interesting to preliminarily illustrate two aspects of light-cone expansions which finally turn out to be (rather mysteriously at first sight) connected to conformal invariance. They are: (a) causality, and, (b) translation invariance on a hermitean basis.
Let us consider the expansion

\[ A(x) B(\sigma) = \sum_n c_n(x) O_n(\sigma) \]

where \( c_n(x) \) are c-number functions and \( O_n(x) \) form a complete set, extending the concepts and definitions of Wilson's work \([159]\). When we commute with some arbitrary local operator \( C(y) \) we obtain

\[ \left[ A(x), C(y) \right] B(\sigma) + A(x) \left[ B(\sigma), C(y) \right] = \sum_n c_n(x) \left[ O_n(\sigma), C(y) \right] \]

One notes that for \( y_\mu \) spacelike, that is for \( y^2 < 0 \), each commutator \( [O_n(0), C(y)] \) vanishes. So, taking \( y^2 < 0 \), each term on the right hand side vanishes, whereas on the left hand side \( [B(0), C(y)] \) vanishes but not necessarily does so the first term \( [A(x), C(y)] B(0) \). The latter term vanishes if in addition \( (x - y)^2 < 0 \), which, on the light cone amounts to requiring \( y^2 < 2xy \). There is no paradox, because of the infinite summation on the right-hand-side. However it would be better to have an improved operator product expansion which formally exhibits the causality properties in each of its terms. This is the problem we have indicated under (a).

Let us now show what the problem specified under (b) is. Again let us consider a light cone expansion of the form

\[ A(x) B(\sigma) = \left(-x_\mu x_\nu\right)^{-\frac{1}{2}} \sum_{\alpha_1 \cdots \alpha_n} \delta(x^\alpha - \sigma) O_{\alpha_1 \cdots \alpha_n}(\sigma) \]

The tensors \( O_{\alpha_1 \cdots \alpha_n} \) are symmetric traceless tensors. They can always be chosen to be hermitean \([159], (25)\). The commutator \([A(x), B(0)]\) has then the correct support required by causality. On eq. (1.6) one makes a number of algebraic steps. One first translates
by $-x$, then charges $x$ into $-x$, expands $O_{\alpha_1 \ldots \alpha_n}(x)$ in a power series around $x=0$, and finally takes the hermitean conjugate. The expression one finds can be compared with the expression one had started from, eq. (1.6), and one discovers that to obtain consistency the following infinite set of relations has to be satisfied

$$\sum_{m=0}^{n} \frac{(-1)^m}{(m-m)!} \partial_{\alpha_{m+1}} \partial_{\alpha_n} O_{\alpha_1 \ldots \alpha_m}(x)$$

(1.7)

It is interesting that for $n=odd$, eq. (1.7) tells that $O_{\alpha_1 \ldots \alpha_n}$ is a sum of derivative operators (which therefore have vanishing forward matrix elements).

It turns out that the imposition, to the general operator product expansion on the light-cone, of the requirement of covariance under infinitesimal special conformal transformations results in a very stringent set of limitations \[63,64,66\]. They essentially amount to fixing the relative coefficients in the expansion of each derivative term $\partial_{\alpha_{m+1}} \ldots \partial_{\alpha_n} O_{\alpha_1 \ldots \alpha_m}(x)$ with respect to the non-derivative term $O_{\alpha_1 \ldots \alpha_m}(x)$. The expansion including such restrictions is found to exhibit a very compact form in terms of a confluent hypergeometric function. The interesting circumstance becomes then apparent, that the two problems we have mentioned under the headings (a) and (b) above, are in fact automatically solved with the new form of the operator product expansion, essentially reducing to some known properties of the confluent hypergeometric function. That is, the imposition of conformal invariance directly eliminates the two problems of causality support and translation invariance on a hermitean basis (the reverse however is not true). We have already discussed why the imposition of conformal symmetry on the light cone seems to be a reasonable requirement. At this stage one is working
within well-defined limitations: (i) one only deals with infinitesimal conformal transformations, and (ii) the symmetry is supposed to hold only on the light cone, but not necessarily for the complete theory. If conformal invariance is predominantly spontaneously broken, then the requirement of covariance of the operator product expansion under the conformal group may correspondingly enjoy of a larger domain of validity.

A most elegant derivation of a manifestly conformal covariant operator product expansion can be given by exploiting the isomorphism between the conformal algebra and the O(4,2) orthogonal algebra. The derivation is uniquely and in a straightforward way extensible off the light-cone onto the entire space-time. Such expansions, manifestly conformal covariant over the entire space-time, should apply to the skeleton theory, in Wilson's sense [(159)], provided it enjoys the property of conformal invariance, beyond the postulated scale invariance. As we have said, simple Lagrangian theories which are invariant under dilatations turn out, under some general assumption to be also invariant under special conformal transformations; this may justify the hypothesis of a skeleton theory which is fully conformally invariant.

An important result appears to be a general theorem [(63), (67)], which we call the theorem of spin-dimension correlation, which exhibits the dynamical content of the relation d=s+2, equivalent to the requirement of scaling in the Bjorken limit, in terms of a set of generatized partial conservation equations. By this we mean that the divergences of those tensors \( O_{\alpha_1 \ldots \alpha_n} \), which contribute to the structure functions in the Bjorken limit, are annihilated by the generator of special conformal transformations \( K_\alpha \). Of course, the special situation provided by the quark model commutators is a particular case of the above results, which can be regarded as a state-
ment of the necessary and sufficient conditions for scaling (through the mechanism of canonical dimension for the relevant set of operators).

The manifestly covariant formulation in a six-dimensional coordinate space, based on the isomorphism with O(4,2), is particularly useful in allowing for a direct and simple construction of vacuum expectation values of field products [(67)]. Among these, in particular, the three-point-functions, which are completely fixed (except from a constant) [(128), (138), (145)], are directly related to the covariant form of the operator product expansion. Precisely, the two problems, of constructing a conformally covariant operator, product expansion, and of constructing the general covariant three-point-function are essentially equivalent formulations of the same problem [(128), (65), (66)]. This holds both on the light cone [(128), (65)] and off the light cone [(66)]. More generally, conformal covariance restricts the form of the n-point function, although only for n=3 is the restriction capable of a unique prediction (apart from a constant). The simplest case, n=2, i.e. the correlation function for two local operators, appears to be subject to very stringent limitations, which take the form of selection rules. That is, the two-point function vanishes unless the spins and dimensions are correlated in a precise way, if one assumes only conformal invariance on the light-cone, and it vanishes quite generally unless the operators have same spin and dimension, under the stronger assumption of full conformal covariance. The implications of these results seem rather powerful, as they point out to strongly limited possibilities for a conformally invariant skeleton theory. In addition to these restrictions one has to recall that the causality limitations for the commutator of two local observables imposes rather strict constraints to a theory invariant under finite conformal transformations. For this
problem however we refer to a comprehensive investigation by Kastrup and coll. \[(110)\].

Furthermore, wherever gauge invariance constraints apply to conformally covariant vacuum expectation values of products of local observables one generally obtains a stronger set of selection rules \[(128)\]. It therefore appears that much work has still to be carried out in order to develop a comprehensive understanding of the structure of a conformally invariant theory.

2. - INTRODUCTION TO THE CONFORMAL GROUP IN SPACE-TIME.

2.1 - The conformal group.

The conformal group provides for an extension of the Poincaré group into a higher dimension homogeneous orthogonal group (see refs. \[(51), (89), (126), (127), (133), (158), (92), (74), (75), (104+109), (90), (16), (37), (70), (38), (122), (123), (32), (88), (152), (35)\]). The conformal generators $J_{AB}$ (A, B = 0, 1, ..., 6) satisfy the commutation relations

\[
(2.1) \left[J_{AB}, J_{CD}\right] = i \left(g_{AD} J_{BC} + g_{EC} J_{AD} - g_{AC} J_{BD} - g_{BD} J_{AC}\right)
\]

where $g_{AB}$ is diagonal with $g_{AA} = ++---$. One has $J_{AB} = -J_{BA}$ giving a total of 15 independent generators. In terms of the IO(3, 1) - generators $M_{\mu \nu}$, $P_{\mu}$, plus the new generators $D$ and $K_{\mu}$ one has the correspondence

\[
(2.2) \quad J_{A\xi} = \begin{cases} 
M_{\mu \nu} & \quad \xi = 0, 3, 5, 6 \\
\frac{1}{2} (P_{\mu} - K_{\mu}) & \quad \xi = 3 \\
\frac{1}{2} (P_{\mu} + K_{\mu}) & \quad \xi = 5 
\end{cases}
\]
The algebra satisfied by the generators, Eq. (2.1), is the O(4, 2) algebra. It is isomorphic to the spinor algebra SU(2, 2). Written in terms of \( M_{\mu\nu} \), \( P_\mu \), D, and \( K_\mu \), the commutation relations in Eq. (2.1) become

Poincaré subalgebra

\[
\begin{align*}
[ M_{\mu\nu}, M_{\rho\sigma} ] &= -i \left( \sigma_{\rho\sigma} M_{\mu\nu} - \sigma_{\nu\rho} M_{\mu\sigma} + \sigma_{\nu\sigma} M_{\mu\rho} - \sigma_{\rho\sigma} M_{\mu\nu} \right) \\
[ M_{\mu\nu}, P_\rho ] &= i \left( \sigma_{\rho\nu} P_\mu - \sigma_{\rho\mu} P_\nu \right) \\
[ P_\mu, P_\nu ] &= 0
\end{align*}
\]

(2.3)

Lorentz behaviour of D (dilation generator)

\[
\begin{align*}
[ M_{\mu\nu}, D ] &= 0 \quad (\text{i.e., } D \text{ is Lorentz scalar}) \\
[ P_\mu, D ] &= i P_\mu \quad (P_\mu \text{ acts as a step-up operator with respect to } D)
\end{align*}
\]

(2.4) (2.5)

Lorentz behaviour of \( K_\mu \) (special conformal generator)

\[
\begin{align*}
[ M_{\mu\nu}, K_\rho ] &= -i \left( \sigma_{\rho\nu} K_\mu - \sigma_{\rho\mu} K_\nu \right) (K_\mu \text{ is a four-vector}) \\
[ P_\mu, K_\nu ] &= -i \left( \sigma_{\mu\nu} D - M_{\mu\nu} \right)
\end{align*}
\]

(2.6) (2.7)

\( K_\mu - D \) commutators

\[
\begin{align*}
[ K_\mu, K_\nu ] &= 0 \\
[ D, K_\mu ] &= i K_\mu \quad (K_\mu \text{ acts as a step-down operator with respect to } D).
\end{align*}
\]

(2.8) (2.9)

Linear realizations of the group of conformal transformations can be obtained in six-dimensions. The transformations are those which leave invariant a bilinear form with metric (+---, -+). In four dimensions (Minkowski space) the realization is non-linear. One has:

\[
\begin{align*}
(2.10) \quad x_\nu^\prime &= a_\nu x_\nu + A_\nu x_\nu \\
(2.11) \quad x_\nu^\prime &= e^\lambda x_\nu \quad \lambda \text{ real (dilations: generator } D) \\
(2.12) \quad x_\nu^\prime &= \frac{x_\nu + c_\nu x^2}{1 + 2c_\nu x^2 + c^2 x^2} \quad c_\nu \text{ real (special conformal transformations: generators } K_\mu). \nonumber
\end{align*}
\]
The independent parameters are:

\[4(a_\mu) + 6(\lambda^\nu) + 1(\lambda) + 4(c_\mu) = 15.\]

Special conformal transformations can be thought as products of:

\[(\text{inversion}) \times (\text{translation}) \times (\text{inversion}) :\]

\[
\frac{x_\mu}{x^2} \rightarrow \frac{x_\mu}{x^2} + c_\mu \rightarrow \frac{x_\mu/x^2 + c_\mu}{(x_\mu/x^2 + c_\mu)^2} = \frac{x_\mu + c_\mu x^2}{x^2 + 2c_\mu x + c_\mu^2 x^2}.
\]

The group has two abelian subgroups: one generated by \(P_\mu\) the other by \(K_\mu\). It has two Poincaré subalgebras:

\[(2.13) \quad (M_{\mu\nu}, P_\mu) \quad \text{and} \quad (M_{\mu\nu}, K_\mu)\]

2.2. From \([P_\mu, D] = iP_\mu\) one has

\[(2.14) \quad [P^2, D] = P^2 [P_\mu, D] + [P^\mu, D] P_\mu = 2iP^2.
\]

Suppose there is a discrete state of mass \(m\) whose normalized ket is \(|p\rangle\), where \(p^2 = m^2\). From Eq. (2.14)

\[
< p| [P^2, D]|p\rangle = 2i < p| P^2 |p\rangle = 2i m^2
\]

\[
< p| [P^2, D]|p\rangle = < p| m^2 D - D m^2 |p\rangle = 0
\]

Thus: \(m^2 = 0\). Discrete massive states are impossible, unless the symmetry is broken. Continuum massive states can however exist.

The argument here is similar to that of ordinary quantum mechanics showing that the spectrum of \(p\) is continuum from \([q, p] = i\).

Again \(< p'|[q, p]|p'\rangle = 0 = i < p'| p' \rangle\); however \(< p'| q p - p q | p'' \rangle = (p'' - p') < p'| q | p'' \rangle = i < p'| p'' \rangle = i \theta(p' - p'')\) showing that \(q = i \partial_p\).

Indeed

\[(p'' - p') \frac{\partial}{\partial p''} < p'| p'' \rangle = i \theta(p'' - p') \frac{\partial}{\partial p''} \delta(p' - p'')) = i \delta(p' - p'')\]

2.3. Representations.

One uses the method of induced representations \((124), (93), (101)\) (Mackey) let us call \(G\) anyone of the generators of the stability
subgroup at $x'_\mu = 0$: $G \equiv (M_{\mu\nu}, D, K_{\mu})$. The remaining generator is
$P_{\mu}$, which acts like

\[(2.15) \quad \left[ P_{\mu}, \phi(x) \right] = -i \partial_{\mu} \phi(x)\]

To evaluate $[\phi(x), G]$ we use Eq. (2.15)

\[\left[ \phi(x), G \right] = \left[ e^{iP_{\mu}} \phi(x), e^{-iP_{\mu}} G \right] = e^{iP_{\mu}} \left[ \phi(x), \tilde{G} \right] e^{-iP_{\mu}}\]

\[(2.16) \quad \tilde{G} = e^{-iP_{\mu}} G e^{iP_{\mu}}\]

Let us calculate $\tilde{G}$. One has

\[\tilde{G} = \Xi \left( \frac{-i}{m!} \right)^m x_{\nu_1} \ldots x_{\nu_m} \left[ P_{\mu_1}^{m_1}, \ldots, [P_{\mu_n}^{m_n}, G] \ldots \right]\]

If $G = M_{\mu\nu}$

\[\tilde{M}_{\mu\nu} = M_{\mu\nu} - i x_{\nu} \left[ P_{\mu}^{m_1} M_{\mu\nu} \right] - \frac{i}{2} x_{\nu} x_{\mu} \left[ P_{\mu}^{m_1} \left[ P_{\mu}^{m_2} M_{\mu\nu} \right] \right] + \ldots\]

\[(2.17) \quad = M_{\mu\nu} - x_{\nu} \left( g_{\nu,\mu} P_{\mu} - g_{\mu,\nu} P_{\nu} \right) = M_{\mu\nu} - (x_{\nu} P_{\mu} - x_{\mu} P_{\nu})\]

If $G = D$

\[(2.18) \quad \tilde{D} = D - i x_{\mu} \left[ P_{\mu}^{m_1} D \right] - \frac{i}{2} x_{\mu} x_{\nu} \left[ P_{\mu}^{m_1} \left[ P_{\mu}^{m_2} D \right] \right] + \ldots = D + x_{\lambda} P_{\lambda}\]

If $G = K_{\mu}$

\[\tilde{K}_{\mu} = K_{\mu} - i x_{\mu} \left[ P_{\mu}^{m_1} K_{\mu} \right] - \frac{i}{2} x_{\mu} x_{\nu} \left[ P_{\mu}^{m_1} \left[ P_{\mu}^{m_2} K_{\mu} \right] \right] + \ldots\]

One has

\[\left[ P_{\mu}, \left[ P_{\mu}^{m_2} \left[ P_{\mu}^{m_3} K_{\mu} \right] \right] \right] = 2i \left[ P_{\mu}^{m_1} \left[ P_{\mu}^{m_2} \left( g_{\mu,\mu} D - M_{\mu}^{m_3} \right) \right] \right] = 0\]

Thus:

\[(2.19) \quad \tilde{K}_{\mu} = K_{\mu} - i x_{\mu} 2i \left( g_{\mu,\mu} D - M_{\mu}^{m_1} \right) - \frac{i}{2} x_{\mu} x_{\nu} \left[ P_{\mu}^{m_1} 2i \left( g_{\mu,\nu} D - M_{\mu}^{m_2} \right) \right] = K_{\mu} + 2x'_{\nu} (g_{\nu,\mu} D + M_{\nu\mu}) + 2x_{\nu} x'_{\nu} P_{\nu} - x_{\nu} x_{\nu} P_{\mu}\]
In conclusion $\hat{G}$ is always a finite linear combination of generators $(135)\tilde{G}$.

Let us now examine the representations of the stability subgroup. Within a representation that behaves irreducibly under $M_{\mu \nu}$, clearly $D$ is a multiple of $A$ (from Eq. (2.4)). Eq. (2.9) then tells that $K_{\mu}$ vanishes within the representation. We thus have

\begin{equation}
(2.20) \quad [q^{(o)}, M_{\mu \nu}] = \Sigma_{\mu \nu} q^{(o)}
\end{equation}

\begin{equation}
(2.21) \quad [q^{(o)}, D] = i \Delta q^{(o)} \quad \text{where } \Delta \text{ is a c-number to be called scale dimension}
\end{equation}

\begin{equation}
(2.22) \quad [q^{(o)}, K_{\mu}] = 0
\end{equation}

From Eqs. (2.16), (2.17), (2.18) and the above equations

\begin{align*}
[q(x), M_{\mu \nu}] &= e^{-iP_x} [q^{(o)}, M_{\mu \nu}] e^{iP_x} \\
&= e^{-iP_x} [q^{(o)}, (x_{\mu} \partial_{\nu} - x_{\nu} \partial_{\mu})] e^{iP_x} \\
&= \Sigma_{\mu \nu} q(x) - i(x_{\nu} \partial_{\mu} - x_{\mu} \partial_{\nu}) q(x)
\end{align*}

\begin{align*}
[q(x), D] &= e^{-iP_x} [q^{(o)}, D] e^{iP_x} = e^{-iP_x} [q^{(o)}, (D + x\cdot P)] e^{iP_x} \\
&= i \Delta q(x) + i x_{\nu} \partial_{\nu} q(x)
\end{align*}

\begin{align*}
[q(x), K_{\mu}] &= e^{-iP_x} [q^{(o)}, K_{\mu}] e^{iP_x} = e^{-iP_x} [q^{(o)}, (K_{\mu} + 2x^{\nu} (g_{\mu \nu} D + M_{\mu \nu}) + 2x_{\nu} \partial_{\nu} - i x^2 \partial_{\mu})] e^{-iP_x} \\
&= [2x^{\nu} (g_{\mu \nu} \Delta + \Sigma_{\mu \nu}) + 2x_{\nu} \partial_{\nu} - i x^2 \partial_{\mu}] q(x)
\end{align*}
In conclusion

\[(2.23) \quad \left[ \varphi(x), M_{\mu \nu} \right] = i \left[ (x_\nu \partial_\nu - x_\nu \partial_\mu) - i \Sigma_{\mu \nu} \right] \varphi(x)\]

\[(2.24) \quad \left[ \varphi(x), D \right] = i \left( \Delta + x^\mu \partial_\mu \right) \varphi(x)\]

\[(2.25) \quad \left[ \varphi(x), K_\mu \right] = i \left[ (2 \Delta x_\mu + 2 x_\rho x^\rho \partial_\mu - x^2 \partial_\mu) + 2 x^\rho \Sigma_{\mu \rho} \right] \varphi(x)\]

and of course

\[(2.26) \quad \left[ \varphi(x), P_\mu \right] = i \partial_\mu \varphi(x)\]

Representations with non-vanishing $K_\mu$ are of two types: with $K_\mu$ represented by a nilpotent matrix, or infinite dimensional.

Finite dimensional representations that behave reducibly under $M_{\mu \nu}$ can be analysed as before. $M_{\mu \nu}$ can taken block-diagonal, in a suitable basis. The $D$ is correspondingly block diagonal by the same argument used before, and again $K_\mu$ vanishes in each block. Since

\[(2.27) \quad \left[ D, K_\mu^P \right] = i \partial_\mu \varphi(x)\]

where $p$ is any power also $K_\mu^P$ vanishes in each block. Eq. (2.27) follows by iterating Eq. (2.9). Then $K_\mu$ must be nilpotent. Such a result is also intuitive since $K_\mu$ lowers the dimension and the representation is finite dimensional. Finite dimensional representations of the stability subgroup can therefore always be brought into block diagonal form for $M_{\mu \nu}$ and $D$ with $K_\mu$ represented by a lower-diagonal matrix. Eq. (2.25) is then modified by the addition within the square bracket of the nilpotent matrix $K_\mu$. One can always assume that the eigenvalues of $D$ have been partially ordered into increasing dimensions $\Delta_1, \Delta_2, \ldots$. One then sees that the representation contains a finite number of invariant subspaces each obtained by keeping all those states with dimension lower than some $\Delta_i$. However the representation is not reducible within such invariant subspaces, as $K_\mu$ does not correspondly assume a diagonal form. Thus one has at the same time the existence of an
ordered set of invariant subspaces but not full reducibility of the representation. Such representations are thus called indecomposable and they clearly can be extended to infinite dimensions $f(78), (101), (121), (63)$.  

The integration of eqs. (2.23) and (2.26) for finite transformations is well-known. Eqs. (2.24) and (2.25) become, in the integrated form, (see for instance ref. $f(98)$).

\[ \phi^t(x^t) = e^{\lambda \xi} \phi(x) \quad ; \quad x^t = e^{\lambda \xi} x \]

\[ \phi^t(x^t) = \sigma(x, c) \sum_{\alpha} \phi^t(x^t) \phi_{\alpha} \quad ; \quad x^t = \frac{x^t + c\alpha x^2}{1 + 2c\alpha x + c^2 x^2} \]

\[ \sigma(x, c) = 1 + 2c\alpha x + c^2 x^2 \]

For tensor fields of order $n$ the matrices \[ \sum_{\alpha} \beta^t \phi(x, c) \] turn out to be

\[ \sum_{\alpha_1, \ldots, \alpha_m} \beta^{\alpha_1 \ldots \alpha_m} (x, c) = \sigma(x, c) \frac{\partial \beta^{\alpha_1}}{\partial x^{\alpha_1}} \cdots \frac{\partial \beta^{\alpha_m}}{\partial x^{\alpha_m}} \]
2.4. - Conformal currents.

2.4.1. - Under an infinitesimal conformal transformation specified by the parameters $\delta \omega_A$ the variation of the action integral

$$ I(\Omega) = \sum \delta \omega_A \int d^4x \mathcal{L}(x) $$

for an arbitrary space-time volume $\Omega$ takes on the form

$$ (2.28) \quad \delta I(\Omega) = \sum \delta \omega_A \int d^4x \partial_\mu J^A_\mu $$

For exact symmetry $\delta I(\Omega) = 0$ and the currents $J^A_\mu$ are divergenceless.

Noether's theorem provides for canonical currents satisfying eq. (2.28). They are defined from

$$ (2.29) \quad \sum \mathcal{J}^A_\mu \delta \omega_A = \pi_\mu \delta \varphi - \mathcal{E}_{\mu \nu} \delta x^\nu $$

In eq. (2.29) we have omitted for brevity summation over the independent fields: \( \pi_\mu \delta \varphi \) stands for \( \pi^a_\mu \delta \varphi^a \) where \( a \) runs over the different fields; \( \mathcal{E}_{\mu \nu} \) is the canonical energy-momentum tensor

$$ (2.30) \quad \mathcal{E}_{\mu \nu} = -\mathcal{E}_{\mu \nu} \mathcal{L} + \pi_\mu \partial_\nu \varphi $$

and

$$ (2.31) \quad \delta \varphi = \varphi^1(x') - \varphi(x) $$

$$ (2.32) \quad \delta x^\nu = x'^\nu - x^\nu $$

$$ (2.33) \quad \pi_\mu = \partial \mathcal{L} \partial (\partial_\mu \varphi) $$
Equivalently one can write

\begin{equation}
\sum_A \int \omega_A = p_A \mathcal{L} + \mathcal{L} x^\mu, -p_A (\partial_\mu \varphi) \delta x^\nu = \mathcal{L} x^\mu + p_A \partial_\mu \varphi
\end{equation}

\begin{equation}
\Delta \varphi = \partial_\mu (\varphi) \delta x^\nu = \varphi'(x') \varphi(x) - \left[ \varphi'(x') \varphi(x) \right] = \varphi'(x) - \varphi(x)
\end{equation}

From Eq. (2.29), inserting Eqs. (2.10)-(2.12) and (2.23)-(2.26) one obtains the canonical conformal currents [see e.g. ref. (122)]:

\begin{equation}
\mathcal{J}_{\mu\nu}^{(c)} = -g_{\mu\nu} \mathcal{L} + p_\mu \partial_\nu \varphi \quad \text{(translations)}
\end{equation}

\begin{equation}
\mathcal{J}_{\mu\nu}^{(c)} = x^\nu \mathcal{J}_{\mu\nu}^{(c)} - p_\mu \mathcal{L} \varphi \quad \text{(homogeneous Lorentz transf.)}
\end{equation}

\begin{equation}
\mathcal{J}_{\mu\nu}^{(c)} = x^\nu \mathcal{J}_{\mu\nu}^{(c)} - p_\mu \mathcal{L} \varphi \quad \text{(dilatations)}
\end{equation}

\begin{equation}
\mathcal{J}_{\mu\nu}^{(c)} = 2x^\nu x^\rho \mathcal{J}_{\mu\nu}^{(c)} - x^2 \mathcal{J}_{\mu\nu}^{(c)} - p_\mu \left[ 2 \mathcal{L} x^\nu + 2i \mathcal{J}_{\rho\nu} \right] \varphi \quad \text{(special conformal transformations)}
\end{equation}

In Eqs. (2.38) and (2.39) L is the dimension matrix, taken to be diagonal, with eigenvalue $-\Delta^a$ for $a$-th field.

2.4.2. - As well-known $\mathcal{E}^\mu \mathcal{J}_{\mu\nu} = 0$ is equivalent to the field equations:

\begin{equation}
\mathcal{E}^\mu \mathcal{J}_{\mu\nu} = -\partial_\nu \mathcal{L} + \mathcal{E}^\mu (p_\mu \partial_\nu \varphi) = -\partial_\nu \left[ \frac{\partial_\mu \mathcal{L}}{\partial_\varphi} + \partial^\nu \mathcal{L} \right] = 0
\end{equation}

and $\mathcal{E}^\mu \mathcal{J}_{\mu\nu}^{(c)}$ is equivalent to Lorentz invariance of the Lagrangian

\begin{equation}
\mathcal{E}^\mu \mathcal{J}_{\mu\nu}^{(c)} = \mathcal{J}_{\mu\nu}^{(c)} - \mathcal{J}_{\nu\mu} - \partial_\nu (i \mathcal{J}_{\rho\nu} \mathcal{J}_{\mu\rho} \varphi) = 0
\end{equation}

The tensor $\mathcal{J}_{\mu\nu}^{(c)}$ is symmetric only for spinless fields, $\mathcal{J}_{\mu\nu} = 0$.

One has similarly

\begin{equation}
\mathcal{E}^\mu \mathcal{D}_{\mu}^{(c)} = \mathcal{D}_{\nu}^{(c)} - \mathcal{D}_{\nu}^{(c)} (p_\mu \mathcal{L} \varphi)
\end{equation}

and
\[ (2.43) \quad \partial^\mu \mathcal{K}_{\mu}^{(c)} = 2 \, \varepsilon_{\nu} \partial^\mu \mathcal{J}_{\nu}^{(c)} + \mathcal{R}_\nu \]

where

\[ (2.44) \quad \mathcal{R}_\nu = -2 \pi_v \, \varphi + \varepsilon_i \, \pi_\mu \sum_{\mu, \nu} \varphi \]

Let us consider a simplest example: a massless spinless field. One has

\[ (2.45) \quad \mathcal{L} = -\frac{1}{2} (\partial_{\mu} \varphi)(\partial^\mu \varphi) \]

\[ (2.46) \quad \pi_{\mu} = -\partial_{\mu} \varphi \]

\[ (2.47) \quad \mathcal{J}_{\mu}^{(c)} = \frac{1}{2} \, g_{\mu
u} (\partial_{\nu} \varphi)(\partial^\nu \varphi) - (\partial_{\mu} \varphi)(\partial_{\nu} \varphi) \]

from which

\[ (2.48) \quad \mathcal{J}_{\nu}^{(c)} = (\partial_{\sigma} \varphi)(\partial^\sigma \varphi) \]

\[ (2.49) \quad \partial^\mu \mathcal{J}_{\nu}^{(c)} = (\partial_{\nu} \varphi)(\partial^\nu \varphi) + \partial^\mu (\partial_{\mu} \varphi) \mathcal{L} \varphi = (\partial_{\sigma} \varphi)(1 + \mathcal{L})(\partial^\sigma \varphi) \]

which indeed vanishes for the canonical value \( \mathcal{L} = -1 \).

For \( \mathcal{K}_{\mu}^{(c)} \) one has

\[ (2.50) \quad \partial^\mu \mathcal{K}_{\mu}^{(c)} = \mathcal{R}_\nu = 2 (\partial_{\nu} \varphi) \mathcal{L} \varphi = -\partial_{\nu} \varphi^2 \]

Eq. (2.50) shows that the theory is apparently not conformally invariant.

But this is only due to the particular choice of \( \mathcal{K}_{\mu}^{(c)} \). We can always add to \( \mathcal{K}_{\mu}^{(c)} \) a term \( g_{\mu} \varphi^2 \) which does not modify the commutators of the conformal charges with the fields and adds to \( \partial^\mu \mathcal{K}_{\mu}^{(c)} \) only a divergence, \( \partial_{\nu} \varphi^2 \). Therefore in general (we assume for simplicity that only fields of spin \( \leq 1 \) are present) we shall redefine \( \mathcal{K}_{\mu}^{(c)} \) in the form

\[ (2.51) \quad \mathcal{K}_{\mu}^{(c)} = 2x_\nu \chi_\rho - x_\mu x_\nu \mathcal{J}_{\nu}^{(c)} - \frac{1}{2} \chi_\nu \left[ 2 \mathcal{L} x_\nu + \varepsilon_i x_\rho \mathcal{J}_{\nu}^{(c)} \right] \varphi + g_{\mu} \sum_i \chi_\nu \varphi_i \]

where \( \varphi_i \) are the spinless fields of the theory.
Eq. (2.43) now becomes

\begin{align}
(2.52) \quad \mathcal{D}_{\mu} \mathcal{X}_{\nu}^{(c)} &= 2 \pi \nu \mathcal{D}_{\mu}^{(c)} + \mathcal{R}_{\nu}, \\
(2.53) \quad \mathcal{R}_{\nu} &= -2 \pi \nu L \phi + 2i \pi \mu \sum_{\nu} \phi + \mathcal{R}_{\nu}, \quad \mathcal{R}_{\nu} = \mathcal{R}_{\nu}^{(c)} + \mathcal{R}_{\nu}^{(d)}
\end{align}

\( \mathcal{R}_{\nu} \), as defined in Eq. (2.53), now vanishes for canonical kinetic energy terms. Thus

\begin{equation}
(2.54) \quad \mathcal{R}_{\nu} = -2 \frac{\partial \mathcal{L}'}{\partial \phi} \phi + 2i \frac{\partial \mathcal{L}'}{\partial \phi} \sum_{\nu} \phi
\end{equation}

where \( \mathcal{L}' \) is the rest of the Lagrangian (that is excluding the kinetic energy terms of canonical form). For theories where \( \mathcal{L}' \) does not contain derivatives one has \( \mathcal{R}_{\nu} = 0 \) and Eq. (2.52) tells that scale invariance, \( \mathcal{D}_{\mu} \mathcal{X}^{(c)} = 0 \), implies the entire conformal invariance \( \mathcal{D}_{\mu} \mathcal{X}^{(c)} = 0 \).

The known renormalizable field theory models are of this kind.

The relation between scale invariance and absence of dimensioned constants can be understood in the following way. Eq. (2.42) and tells us that

\begin{equation}
(2.55) \quad \mathcal{D}_{\mu} \mathcal{X}^{(c)} = -4 \mathcal{L} + \pi \chi \phi - \pi \chi L \phi - \frac{\partial \mathcal{L}}{\partial \phi} L \phi = -4 \mathcal{L} + \left[ -\frac{\partial \mathcal{L}}{\partial \phi} L \phi + (1-L) \frac{\partial \mathcal{L}}{\partial \phi} \phi \right]
\end{equation}

Now if \( \phi \) has dimensions (in energy units) -L, \( \phi \chi \phi \) has dimensions -L+1 and the term in brackets amounts just to \( 4 \mathcal{L} \), by Euler's theorem, if \( \mathcal{L} \) is indeed a homogeneous function of degree 4 in \( \phi \) and \( \phi \chi \phi \).

In the following we shall consider a more general form of the condition \( \mathcal{R}_{\nu} = 0 \) required to have conformal invariance following from scale invariance. We shall only require that \( \mathcal{R}_{\nu} = \mathcal{O}_{\nu}^{\phi}(\phi \phi) \) where \( \mathcal{O}_{\nu}^{\phi}(\phi \phi) \) depends on the fields in the theory \( \mathcal{L} \). If this conditions is verified one can again redefine \( \mathcal{X}^{(c)}_{\nu} \) as \( \mathcal{X}^{(c)}_{\nu} = -g_{\nu}^{\nu} \mathcal{O}_{\nu}^{\phi}(\phi \phi) \). Eq. (2.32) becomes
\[ (2.56) \quad \mathcal{J}_\nu^{(c)} (c) = 2x_\nu \mathcal{J}_\nu^{(c)} + \partial \nu \mathcal{F} \]

so that again

\[ (2.57) \quad \partial \nu (\mathcal{J}_\nu^{(c)} - \vartheta_\nu \mathcal{F}) = 2x_\nu \partial \nu \mathcal{D}_\nu^{(c)} \]

2.4.3. - We shall assume here that the condition \( \vartheta_\nu = \mathcal{D}_\nu \mathcal{F} \) holds and proceed to show that the conformal currents can be redefined as : \( \Theta_\mu \), a symmetric energy momentum tensor, in place of \( \mathcal{C}_\mu \). Let \( \mathcal{M}_\mu = x_\mu \vartheta_\mu - x_\mu \mathcal{D}_\mu = x_\mu \vartheta_\mu - \mathcal{D}_\mu \), and \( \mathcal{J}_\mu = x_\mu \mathcal{D}_\mu + x_\mu \mathcal{M}_\mu \).

In a conformally invariant theory such currents are conserved, and give rise to the same charges \( P_\mu \), \( M_\mu \), \( D_\mu \), and \( K_\mu \). The result extends the well-known result of Belinfante \([9], (10)\] and Moller \([13]\] for the Lorentz subgroup. For a more general discussion see Callan, Coleman and Jackiw \([32]\). We sketch here the proof. Let us define :

\[ (2.58) \quad \mathcal{H}^\mu_{[\nu]} = -i \pi^\nu \mathcal{Z}^\mu \varphi + \frac{1}{\mathcal{C}} (g_{\rho \nu} \vartheta_\rho - g_{\rho \nu} \vartheta_\rho \mathcal{D}_\rho ) (\varphi^2 + \mathcal{F}(\varphi)) = -\mathcal{H}^\mu_{[\nu]} \]

\[ (2.59) \quad \mathcal{G}^\mu_{[\nu \rho]} = \frac{1}{\mathcal{C}} (\mathcal{H}^\mu_{[\nu \rho]} + \mathcal{H}^\mu_{[\nu \rho]} + \mathcal{H}^\mu_{[\nu \rho]}) \]

One has

\[ (2.60) \quad \mathcal{G}^\mu_{[\nu \rho]} = \frac{1}{2} (\mathcal{H}^\mu_{[\nu \rho]} + \mathcal{H}^\mu_{[\nu \rho]} + \mathcal{H}^\mu_{[\nu \rho]}) = -\mathcal{G}^\mu_{[\nu \rho]} \]

We now define

\[ (2.61) \quad \Theta_\mu = \mathcal{C}_\mu + \mathcal{G}^\mu_{[\nu \rho]} \vartheta_\nu \]

From Eqs. (2.41) and (2.58)

\[ (2.62) \quad \Theta_\mu - \mathcal{C}_\mu = \mathcal{G}^\mu_{[\nu \rho]} \vartheta_\nu - \mathcal{H}^\mu_{[\nu \rho]} \]

Now from Eqs. (2.61) and (2.59)

\[ (2.63) \quad \Theta_\mu - \Theta_\nu = \mathcal{C}_\mu - \mathcal{C}_\nu + \mathcal{G}^\mu_{[\nu \rho]} \vartheta_\rho \mathcal{G}^\mu_{[\nu \rho]} = 0 \]
because of Eq. (2.62).

Furthermore Eqs. (2.61) and (2.40) tell us that

\[ \partial^\nu \Theta_{\mu \nu} = \partial^\nu \partial^\rho g_{\rho \Lambda \nu} = 0 \]

and

\[ \int d^3 x \partial^\rho g_{\rho \Lambda \mu} = \int d^3 x \partial^\rho g_{\rho \Lambda \nu} \]

This well-known proof has been given here in some detail because the other proofs for \( \mathcal{M}_{\rho \mu \nu} = x_\nu \partial^\rho \Theta_{\mu \nu} - x_\rho \partial^\nu \Theta_{\mu \rho} \), \( \mathcal{D}_\mu = x_\nu \Theta_{\mu \rho} \), and \( \mathcal{X}_{\mu \nu} = x_\nu \mathcal{D}_\mu + x^\rho \mathcal{M}_{\rho \mu \nu} \) follow identical lines. One has, briefly, for \( \mathcal{M}_{\mu \nu \rho} \)

\[ \mathcal{M}_{\mu \nu \rho} = x_\nu \partial^\rho \Theta_{\mu \nu} - x_\rho \partial^\nu \Theta_{\mu \rho} = x_\nu \partial^\rho \mathcal{D}_{\mu \nu} - x_\rho \partial^\nu \mathcal{D}_{\mu \rho} + \partial^\rho (x_\nu \mathcal{M}_{\rho \mu \nu} - x_\rho \mathcal{M}_{\mu \rho \nu}) = x_\nu \partial^\rho \mathcal{D}_{\mu \nu} + i \pi_\rho \mathcal{X}_{\mu \nu} - \frac{1}{\epsilon} (\mathcal{M}_{\rho \mu \nu} \partial^\rho - \mathcal{M}_{\rho \mu \nu} \partial^\rho) (q^2 + \Gamma(q)) - \partial^\rho (x_\nu \mathcal{D}_{\rho \mu} - x_\rho \mathcal{D}_{\rho \nu}) + \mathcal{M}_{\rho \mu \nu} (q^2 + \Gamma(q))
\]

\[ \mathcal{M}_{\rho \mu \nu} (q^2 + \Gamma(q)) = \mathcal{M}_{\rho \mu \nu} - \partial^\rho \mathcal{X}_{\rho \mu \nu} \]

\[ \mathcal{X}_{\rho \mu \nu} = x_\rho \partial^\sigma g_{\rho \mu \nu} - x_\rho \partial^\sigma g_{\rho \mu \nu} + \frac{1}{\epsilon} (\mathcal{M}_{\rho \mu \nu} \partial^\rho - \mathcal{M}_{\rho \mu \nu} \partial^\rho) (q^2 + \Gamma(q)) \]

It follows that

\[ \partial^\mu \mathcal{M}_{\mu \nu \rho} = 0 \]

since \( \partial^\mu \mathcal{X}_{\mu \rho \nu} = 0 \), and also that
\[
(2.70) \quad M_{\nu} = \int d^3 x \, \mathcal{M}_{\nu p} = \int d^3 x \, \mathcal{M}_{\nu p}^{(c)} - \int d^3 x \, \partial^i \mathcal{X}_{\nu p}^{(c)} = \int d^3 x \, \mathcal{M}_{\nu p}^{(c)} 
\]

For \( \mathcal{D}_{\nu} = x^\nu \mathbf{\theta}_{\mu \nu} \) one similarly obtains
\[
\mathcal{D}_{\nu} = x^\nu \mathbf{\gamma}_{\mu \nu} + \partial^i (x^\nu \mathbf{\gamma}_{\mu \nu}^{\hat{F}}) - \mathbf{\gamma}_{\mu \nu} = x^\nu \mathbf{\gamma}_{\mu \nu} + i \pi^\nu \mathbf{\gamma}_{\mu \nu} \varphi + \]
\[
\frac{i}{2} \partial_\nu (\varphi^2 + \tilde{F}(\varphi)) + \partial^i (x^\nu \mathbf{\gamma}_{\mu \nu}^{\hat{F}}) = \mathcal{D}^{(c)}_{\nu} + \partial^i (x^\nu \mathbf{\gamma}_{\mu \nu}^{\hat{F}}) 
\]

after having inserted the relation
\[
\mathcal{V}_{\nu} = \partial_\nu \mathcal{F} = -2\pi_\nu \mathcal{L} \varphi + 2i \pi^\nu \mathbf{\gamma}_{\mu \nu} \varphi + \partial_\mu \varphi^2 
\]

Thus
\[
(2.72) \quad \partial_\nu \mathcal{D}^\nu = \partial_\nu \mathcal{D}^{(c)}_{\mu \nu} \quad \mathcal{D} = \int d^3 x \, \mathcal{D}_{\nu}
\]

Quite similarly for \( \mathcal{K}_{\mu \nu} \), after a slightly lengthy calculation, one finds
\[
(2.73) \quad \mathcal{K}_{\mu \nu} = \mathcal{K}_{\mu \nu}^{(c)} + \partial^i \mathbf{\gamma}_{[\sigma \rho \mu \nu]} 
\]

where
\[
(2.74) \quad \mathbf{\gamma}_{[\sigma \rho \mu \nu]}^{(c)} = \mathbf{\gamma}_{[\sigma \rho \mu \nu]}^{(c)} + \mathbf{\gamma}_{[\sigma \rho \mu \nu]}^{(c)} - \frac{1}{2} (\mathbf{\gamma}_{[\sigma \rho} \mathbf{\gamma}^{\nu]} - \mathbf{\gamma}_{\rho] \mathbf{\gamma}^{\nu]} - \frac{1}{2} \mathbf{\gamma}_{[\sigma \rho} \mathbf{\gamma}^{\nu]} - \mathbf{\gamma}_{\rho] \mathbf{\gamma}^{\nu]}) (\varphi^2 + \tilde{F}(\varphi)) 
\]

The conclusion that has been reached in thus the following charges can be defined in terms of the stress-energy tensor \( \mathcal{\Theta}_{\mu \nu} \)
\[
(2.75) \quad \mathcal{P}_{\mu} = \int d^3 x \, \mathcal{\Theta}_{\mu \rho} \quad \mathcal{M}_{\nu \mu} = \int d^3 x \, (x_{\mu} \mathcal{\Theta}_{\nu \rho} - x_{\nu} \mathcal{\Theta}_{\mu \rho}) 
\]
\[
(2.76) \quad \mathcal{D} = \int d^3 x \, x^\mu \mathcal{\Theta}_{\mu \rho} \quad \mathcal{K}_{\rho} = \int d^3 x \, (2x_{\mu} x^\sigma \mathcal{\Theta}_{\rho \sigma} - x^2 \mathcal{\Theta}_{\rho \mu}) 
\]

In a lagrangian field theory \( \mathcal{\Theta}_{\mu \nu} \) is defined from Eq. (2.61)
\[
(2.61) \quad \mathcal{\Theta}_{\mu \nu} = \mathcal{\Theta}_{\mu \nu}^{(c)} + \partial^i \mathbf{\gamma}_{[\sigma \rho \mu \nu]} = \mathcal{\Theta}_{\mu \nu}^{(c)} 
\]
where

\begin{equation}
\zeta_{\mu} = - q_{\mu} L + \pi_{\mu} J_{\nu} \varphi
\end{equation}

\begin{equation}
G_{[\rho [\mu} = \frac{1}{2} \left( H_{\mu \nu] + H_{\nu \rho] + H_{\rho \mu}} \right)
\end{equation}

\begin{equation}
H_{\mu \nu]} = - i \pi_{\rho} \sum_{\rho} \varphi + \frac{i}{\epsilon} (g_{\rho \mu} \partial_{\nu} - g_{\rho \nu} \partial_{\mu}) (\varphi^2 + F(\varphi))
\end{equation}

When \( \Theta_{\mu \nu} \) vanishes all conformal currents

\begin{equation}
\Theta_{\mu \nu}, \quad J_{\rho \nu} = x_{\nu} \Theta_{\rho \nu} - x_{\rho} \Theta_{\nu \nu}, \quad D_{\nu} = x_{\nu} \Theta_{\nu \nu}, \quad K_{\mu \nu} = x_{\nu} D_{\mu} + x_{\mu} J_{\rho \nu}
\end{equation}

are conserved (i.e., \( \partial^{\mu} \Theta_{\nu \nu} = 0, \partial^{\mu} J_{\rho \nu} = 0 \) always hold and furthermore \( \partial^{\mu} D_{\nu} = 0, \partial^{\mu} K_{\mu \nu} = 0 \)) as can directly be seen by inspection from Eq. (2.59). The charges in Eq. (2.59) then satisfy the algebra of the conformal charges in Eqs. (2.3)-(2.9).

3. - BROKEN CONFORMAL SYMMETRY.

3.1. - Broken conformal symmetry and the energy momentum tensor.

In the presence of symmetry breaking the algebra satisfied by the conformal charges

\begin{equation}
P_{\mu}(t) = \int d^3x \, \Theta_{\mu}(x) \quad M_{\mu \nu}(t) = \int d^3x \, (x_{\nu} \Theta_{\mu}(x) - x_{\mu} \Theta_{\nu}(x))
\end{equation}

\begin{equation}
D(t) = \int d^3x \, x^{\lambda} \Theta_{\lambda}(x) \quad K_{\mu}(t) = \int d^3x \, (2x_{\mu} x^{\lambda} - g_{\mu \lambda} x^2) \Theta_{\lambda}
\end{equation}

is no longer the conformal algebra. We shall be interested in finding out such algebra under same specific assumption on the nature of the symmetry breaking. In Eqs. (3.1) and (3.2) \( \Theta_{\mu \nu} \) is the energy-momentum tensor defined in such a way that \( P_{\mu} \) and \( M_{\mu \nu} \) in Eq. (3.1) are the Poincaré generators. Such definition is of course not unique -- a well-known circumstance. To further restrict the class of possible energy-
-momentum tensors we add the requirement that in the limit when \( \theta(x) = 0 \) vanishes one has exact conformal symmetry. The problem of investigating how \( \theta_{\mu\nu}(x) \) is defined in a broken symmetry is of principal interest, and will be investigated first in the following sections.

We shall assume that \( \theta(x) \) can be taken as a sum of local scalars \( u_j(x) \) which satisfy the equations

\[
(3.3) \quad [u_j(0), D(0)] = i \Delta_j u_j(0)
\]

\[
(3.3') \quad [u_j(0), K_\mu(0)] = 0
\]

Eqs. (3.3) tell us that \( u_j(x) \) transforms as a finite dimensional representation of the stability subgroup generated by \( M_{\lambda\nu}, D, \) and \( K_\mu \), and has scale dimension \( \Delta_j \).

As we have just said, the first problem will be to investigate the definition of \( \theta_{\mu\nu} \) in a broken symmetry. We shall follow here the treatment by G. Sartori and one of the authors [76]. One first notices that one can arbitrarily add to \( \theta_{\mu\nu} \), defined such that \( p_\mu \) and \( M_{\mu\nu} \) in eq. (3.1) are the Poincaré generators, a tensor of the form \( \eta^{[p_\mu, p_\nu]} \) such that, besides being antisymmetric in \( p_\mu, p_\nu \) as indicated by the brackets, one has

\[
(3.4) \quad \eta^{[p_\mu, p_\nu]} = \eta^{[p_\mu, p_\nu]} \rho
\]

and

\[
(3.5) \quad \Delta[G_{[p_\mu, p_\nu]} - G_{[p_\mu, p_\nu]}] = \eta^{[\sigma, [p_\mu, p_\nu]} \rho
\]

Furthermore we can consistently require that
(3.6) \[ \mathcal{D} \mathcal{G}^{\rho}_{\delta [\rho, \mu]} \rightarrow \infty \quad \text{when} \quad \Theta_{\lambda}^{\lambda} = 0 \]

Eqs. (3.4), (3.5) and (3.6) are necessary and sufficient to guarantee that the new tensor \( \hat{\Theta}_{\mu \nu} \) defined as

(3.7) \[ \hat{\Theta}_{\mu \nu} = \Theta_{\mu \nu} + \mathcal{D} \mathcal{G}^{\rho}_{\delta [\rho, \mu]} \nu \]

is symmetric, by virtue of eq. (3.4), and generates some charges \( \hat{P}_{\mu} \) and \( \hat{M}_{\mu \nu} \), which, by eq. (3.5), coincide with \( P_{\mu} \) and \( M_{\mu \nu} \). Note in addition that \( \hat{\Theta}_{\lambda}^{\lambda} = 0 \) for \( \Theta_{\lambda}^{\lambda} = 0 \) because of eq. (3.6). In fact one has

\[ \hat{P}_{\mu} - P_{\mu} = \int d^3 x \mathcal{D} \mathcal{G}^{\lambda}_{\delta [\lambda, \mu]} \lambda = 0 \]

and

\[ \hat{M}_{\mu \nu} - M_{\mu \nu} = \int d^3 x \left[ \mathcal{D} \mathcal{G}^{\rho}_{\delta [\rho, \mu]} \nu - \mathcal{D} \mathcal{G}^{\rho}_{\delta [\rho, \nu]} \mu \right] - \mathcal{G}^{\lambda}_{\delta [\lambda, \mu]} \lambda - \mathcal{G}^{\lambda}_{\delta [\lambda, \nu]} \nu \]

and such a difference vanishes only and only if eq. (3.5) is valid.

We note that only eq. (3.5) must be assumed; indeed eq. (3.4) follows if eq. (3.5) holds.

For \( \hat{D} = D \) one obtains

\[ \hat{D} = D = \int d^3 x \left\{ \mathcal{D} \mathcal{G}^{\rho}_{\delta [\rho, \mu]} \right\} - \mathcal{G}^{\lambda}_{\delta [\lambda, \mu]} \lambda \]

which vanishes whenever

(3.8) \[ \mathcal{G}^{\rho}_{\delta [\rho, \sigma]} = \mathcal{D} \mathcal{F}_{\delta [\rho, \rho]} \]

a condition which clearly is independent from eqs. (3.4) and (3.5).

Similarly
\[ \hat{K}_\mu - K_\mu = \int d^3x \left\{ \partial_\mu \left[ \left( 2x_\rho x_\nu - g_{\rho \nu} x^2 \right) g_{[\rho,\nu]} \right] - 2 \left( x^\lambda g_{[\lambda,\rho]} \right) \right. \\
+ \left. x^\lambda g_{[\lambda,\rho]} \right) \} = 2 \int d^3x \left\{ -x_\mu \partial_\mu \right. \\
+ \left. x^\lambda \partial_\mu \right\} = 2 \int d^3x \left\{ \partial_\mu \right. \\
- \left. x^{\lambda} \partial_\mu \right\} = 2 \int d^3x \left\{ -x_\mu \partial_\mu + x_\mu \partial_\mu \right\} = 2 \int d^3x \left\{ -x_\mu \partial_\mu + x_\mu \partial_\mu \right\} \\
= 2 \int d^3x \left\{ -x_\mu \partial_\mu + x_\mu \partial_\mu \right\} \\
\]

where we have inserted eqs. (3.8) and (3.5). To have \( \hat{K}_\mu = K_\mu \) one has to require

\[ (3.9) \quad \hat{F}_{[p,\sigma]}^{\mu,\nu} = \hat{F}_{[p,\nu]}^{\mu,\sigma} + \partial_\tau \hat{F}_{[\tau,\nu]}^{\mu,\sigma} \]

and vice versa. We note that eq. (3.8) follows from eqs. (3.9) and (3.5). The latter equations, together with the condition in eq. (3.6), can be shown to admit non trivial solutions for \( G_{[p,\mu]}^{\nu} \) in explicit examples, which shall not be described here.

3.2 - Equal time commutators among the conformal charges.

We want to compute the commutators among the charges \( P_\mu, D, M_\mu, K_\mu \). When the symmetry is exact the commutators are those of \( \text{SO}(4,2) \). For broken symmetry the commutators among \( P_\mu \) and \( M_\mu \) remain of course unchanged, while we expect the other commutators to be modified by terms depending on the breaking (we are excluding spontaneous breaking) \((142), (143), (96+98), (166), (61), (48)\). A first class of commutators to be evaluated is that of the commutators of \( D \) and \( K_\mu \) with the Lorentz generators \( P_\mu \) and \( M_\mu \). We can calculate them from eqs. (3.2), since we know how \( P_\mu \).
and $M_{\mu\nu}$ act on $\Theta_{\mu\nu}$ (that is $\Theta_{\mu\nu}$ preserves its transformation properties under the Lorentz group). For instance,

$$[P_\mu, D] = -i \int d^3x \ x^\nu [P_\mu, \Theta_{\nu\rho}] = -i \int d^3x \ x^\nu \theta_{\nu\rho} =$$

$$= -i \int d^3x \ \theta_{\nu\rho} (x^\nu \Theta_{\nu\rho}) + i \int d^3x \ \Theta_{\nu\rho} =$$

$$= i \int d^3x \ \theta_{\nu\rho} (x^\nu \Theta_{\nu\rho}) = i \ P_\mu - i \ \theta_{\mu\nu} \int d^3x \ \Theta_{\nu\rho} \ x^\nu \Theta_{\nu\rho}.$$

One can calculate quite similarly the commutators of $D$ with $M_{\mu\nu}$, and $K_\mu$ with $D$ and $M_{\mu\nu}$. Collecting the results one has:

(3.10) $[P_\mu, D] = -i \ P_\mu - i \ \theta_{\mu\nu} \int d^3x \ \Theta_{\nu\rho} \ x^\nu \Theta_{\nu\rho}$

(3.11) $[M_{\mu\nu}, D] = -i \ \int d^3x \ (\theta_{\mu\nu} \ x^\rho - \theta_{\mu\rho} \ x^\nu) \Theta_{\nu\rho} \ x^\rho$

(3.12) $[P_\nu, K_\rho] = 2i \ \theta_{\mu\rho} \ D + 2i \ M_{\mu\nu} - 2i \ \theta_{\mu\nu} \int d^3x \ x_\mu \Theta_{\nu\rho}$

(3.13) $[M_{\mu\nu}, K_\rho] = i \ (\theta_{\mu\nu} \ K_\rho - \theta_{\mu\rho} \ K_\nu) - 2i \ \theta_{\mu\nu} \int d^3x \ (\theta_{\rho\sigma} \ x^\nu - \theta_{\rho\nu} \ x^\sigma) \ x_\nu \Theta_{\rho\sigma} \ x_\sigma$

One sees that when $\Theta_{\nu\rho} \rightarrow 0$ one reobtains the commutators of the symmetric limit.

It is interesting to remark the loss of tensor character for $D$ and $K_\mu$ ($D$ is now no longer a scalar and $K_\mu$ is no longer a four-vector). At the same time, quite symmetrically, $P_\mu$, for instance, does not behave any longer as a quantity of scale dimension +1 (in energy), as shown from eq. (3.10). Clearly the loss of tensor character of $D$ and $K_\mu$ is connected to the fact that they are no longer conserved generators. For instance eq. (3.10) gives
\[
\left[ H, D \right] = i \ H - i \int d^3x \ \Theta^\rho \rho
\]

and for \( \Theta^\rho \rightarrow 0 \) one has \( \frac{dD}{dt} = 0 \)

\[
\frac{dD}{dt} = \frac{\partial D}{\partial t} + i \left[ H, D \right] = \int d^3x \ \Theta^{\alpha \rho} \left[ H, D \right] = H + i \left[ H, D \right] = 0
\]

We now calculate the commutators of \( D \) and \( K_\rho \) with themselves. For this calculation we cannot just commute the expressions in eqs. (3.2) with each other since we do not know how \( \Theta^{\rho \mu} \) behaves under \( D \) and \( K_\rho \) when the symmetries is broken. The procedure to be followed here is taken from ref. [(41)] and [(76)]. It is convenient to introduce a linear differential operator \( \Delta_\rho \) which acts on an operator \( F(x) \) as follows

\[
(3.14) \quad \Delta_\rho F(x) = \frac{dF(x)}{dx^\rho} + i \left[ F(x), \mathcal{P}_\rho \right]
\]

The operator \( \Delta_\rho \) has been so defined such as to differentiate only with respect to the explicit coordinate dependence. One easily derives

\[
(3.15) \quad \Delta_\rho D = \mathcal{P}_\rho
\]
\[
(3.16) \quad \Delta_\rho K_\rho = 2 \left( \mathcal{H}^{\rho \mu} + g^{\rho \mu} D \right)
\]

From eqs. (3.15), (3.16), (3.11) and (3.12) one obtains

\[
\Delta_\rho \left[ D, K_\rho \right] = 2i \left( \mathcal{H}^{\rho \mu} + g^{\rho \mu} D - g^{\rho \mu} \int d^3x \ x^\mu \Theta^\gamma_\alpha(x) \right)
\]

and, after integrating,

\[
(3.17) \quad \left[ D(x_0), K_\rho(x_0) \right] = i K_\rho(x_0) + i C_\rho(x_0) - i g^{\rho \mu} \int d^3x \ x^\mu \Theta^\gamma_\alpha(x)
\]
In eq. (3.17) \( C_\rho \) is a constant of integration, satisfying

\[(3.18) \quad \Delta_\mu \mathcal{C}_\rho = 0\]

It has dimensions \(-1\) in length (these are simply physical dimensions) similarly from (3.16), (3.13) and (3.17) one gets

\[
\Delta_\mu \left[ K_\rho, K_\sigma \right] = 2i \int d^3x \left\{ g_{\sigma\rho} \left( 2 \gamma_\mu x_\sigma + g_{\mu\sigma} x^2 \right) - g_{\rho\sigma} \left( 2 \gamma_\mu x_\rho + g_{\mu\rho} x^2 \right) \right\} \Theta_\alpha^\lambda(x) + 2i \left( g_{\mu\rho} \mathcal{C}_\sigma - g_{\mu\sigma} \mathcal{C}_\rho \right)
\]

which upon integration gives

\[(3.19) \quad \left[ K_\rho(x_0), K_\sigma(x_0) \right] = 2i \int d^3x x^2 \left( \gamma_\rho g_{\sigma\rho} - \gamma_\sigma g_{\rho\sigma} \right) \Theta_\alpha^\lambda(x) + 2i N_{\rho\sigma}(x_0)\]

where \( N_{\rho\sigma} \) satisfies

\[(3.20) \quad \Delta_\mu N_{\rho\sigma} = g_{\mu\rho} \mathcal{C}_\sigma - g_{\mu\sigma} \mathcal{C}_\rho\]

and has physical dimensions \(-2\).

We shall next take advantage of the Jacobi identities involving one Poincaré generator together with \( K_\mu(x_0) \) and either \( D(x_0) \) or \( K_\mu(x_0) \). Such Jacobi identities are expected to hold even in the broken symmetry because at least one of the three charges are time independent and the equal time limit can be unambiguously defined.

By deriving eq. (3.17) with respect to \( x_0 \) (which is like using the Jacobi identity with \( P_\mu \)) one has

\[
\int d^3x \left\{ \Theta(x), K_\mu(x_0) \right\} - 2 x_\mu \left[ \Theta(x), D(x_0) \right] \right\} = \\
= i \frac{d}{dx_0} \mathcal{C}_\mu(x_0) + 2i \int d^3x x_\mu \Theta(x) - i g_{\mu\sigma} \int d^3x \partial_\alpha (x^\sigma \Theta(x))
\]
and after using the transformation properties of $\theta(x)$ under $D(x_0)$ and $K_\mu(x_0)$ one obtains

\[
\frac{2 \zeta_\mu(x_0)}{2x_0} = \int d^3 x \left\{ \sum_j \left( 2 \Delta_j \cdot x_\mu + 2 x^\lambda \partial_\lambda x_\mu - x^2 \partial_\lambda - 2 \Delta_j \cdot x_\mu - 2 x^\lambda \partial_\lambda \right) \zeta_j \cdot u_j(x) - 2 x_\mu \theta(x) + \partial_\mu \partial_0 \left( x^2 \theta(x) \right) \right\} = 0
\]

which gives

\[(8.21) \quad \frac{\partial \zeta_\mu(x_0)}{\partial x_0} = 0 \]

From the Jacobi identity between $M_{\rho \sigma}$, $D(x_0)$, and $K_\mu(x_0)$, after insertion of eqs. (3.17), (3.11) and (3.13), and some algebraic steps one similarly obtains

\[(3.22) \quad \left[ M_{\rho \sigma}, \zeta_\mu \right] = i \left( a_\mu^{\rho \sigma} \phi_{\rho \sigma} - g_{\rho \sigma} \zeta_\mu \right) \]

We shall now follow a standard procedure in similar cases and write, on the basis of the eqs. (3.21) and (3.22),

\[(3.23) \quad \zeta_\mu = \int d^3 x \ t_\mu(x) \]

where the local quantity $t_\mu(x)$ satisfies

\[(3.24) \quad \partial_\nu t_\nu(x) = 0 \]

It does not explicitly depend on $x_\mu$ (that is, one has the equation $\Delta_\mu t_\mu = 0$) and has physical dimensions $-2$.

One next takes the time derivative of eq. (3.19) and makes use of the transformation properties of $\theta(x)$ with respect to $K_\mu(x_0)$, obtaining after some algebra the result

\[(3.25) \quad \frac{d}{dx_0} N_{\mu \nu} = 0 \]
The next step is to take the Jacobi identity among $M_{\rho \sigma}^{\nu}$, $K_{\mu}^{\nu}(x_{0})$, and $K_{\nu}(x_{0})$, and make use of eqs. (3.19) and (3.11). One obtains in this way the result

(3.26) \[ [M_{\rho \sigma}^{\nu}, N_{\mu \nu}] = i(q_{\rho \sigma}^{\nu} N_{\mu}^{\nu} - q_{\rho \mu}^{\nu} N_{\sigma}^{\nu} - q_{\sigma \nu}^{\nu} N_{\rho}^{\mu} + q_{\sigma \mu}^{\nu} N_{\rho}^{\nu}) \]

Eqs. (3.25) and (3.26) allows us to put $N_{\rho \sigma}$ in the form

(3.27) \[ N_{\rho \sigma} = \int d^{3}x \; m_{\rho \sigma}^{\nu}(x) \]

where the local operator $m_{\rho \sigma}^{\nu}(x)$ is divergenceless in $\Sigma$

(3.28) \[ \partial \Sigma m_{\rho \sigma}^{\nu}(x) = 0 \]

From eqs. (3.20) and (3.23) one has moreover

(3.29) \[ m_{\rho \sigma}^{\nu}(x) = \chi_{\rho} \Sigma_{\sigma}^{\nu} - \chi_{\sigma} \Sigma_{\rho}^{\nu} + \Sigma_{\rho \sigma}^{\nu} \]

where $\Sigma_{\rho \sigma}^{\nu}$ does not contain any explicit dependence on $x$ (i.e., it satisfies $\Delta_{\mu} \Sigma_{\rho \sigma}^{\nu} = 0$). From eqs. (3.28), (3.29) and (3.24) we obtain

(3.30) \[ \partial \Sigma \chi_{\rho \sigma}^{\nu} = \Sigma_{\rho}^{\sigma} - \Sigma_{\sigma}^{\rho} \]

We can introduce, following the well-known procedure by Møller [131] and Belinfante [9, 10] (note how the formal situation is here very similar although the physical context is different) a symmetric $t_{\rho \sigma}^{\nu}(x)$ such that

(3.31) \[ \chi_{\rho} = \int d^{3}x \; t_{\rho \sigma}^{\nu}(x) \]

(3.32) \[ N_{\rho \sigma} = \int d^{3}x \left[ \chi_{\rho} t_{\sigma}^{\nu}(x) - \chi_{\sigma} t_{\rho}^{\nu}(x) \right] \]

The new tensor $t_{\rho \sigma}^{\nu}(x)$ is defined as (in strict analogy to the discussion of the preceding chapter)
\[ t^S_{\mu \nu}(x) = t_{\mu \nu}(x) + \partial^\rho \partial_{\mu \nu}^\rho \Gamma_{\rho \mu \nu}(x) \]

\[ \partial_{[\rho \mu \nu]}^\sigma C = \frac{1}{2} \left( \partial_{\rho \mu \nu}^\sigma (x) + \partial_{\lambda \nu}^\sigma \Gamma_{\lambda \mu \nu} (x) + \partial_{\nu \rho}^\sigma \Gamma_{\mu \lambda \rho} (x) \right) \]

and it satisfies the equations

\[ (3.33) \quad \partial^\rho \partial^S_{\rho \sigma}(x) = 0 \]

together with the symmetry condition

\[ \partial^S_{\rho \sigma}(x) = \partial^S_{\sigma \rho}(x) \]

The physical dimensions of \( t^S_{\rho \sigma}(x) \) are clearly -1. We also note that, when \( \theta^A \rightarrow 0 \), \( t^S_{\rho \sigma}(x) \) has to vanish.

We have thus completed the presentation of the formal consequences of the particular breaking scheme on the equal time commutation relations among conformal charges. We have in fact obtained the commutators in eqs. (3.10) and (3.13), by an obvious reasoning, and by rather more sophisticated arguments we have derived the remaining commutators in eqs. (3.17) and (3.19), with \( \Gamma^\rho_{\mu \nu} \) and \( T^\rho_{\sigma \mu \nu} \) given through eqs. (3.31) and (3.32) in terms of a tensor field \( t^S_{\rho \sigma}(x) \), which is symmetric, divergenceless, of physical dimensions -1, and vanishes when \( \theta^A \rightarrow 0 \).

We can further refer our argument by showing that such a field cannot exist in any reasonable model. The argument runs as follows. Assume, for simplicity and previsorely, that the theory has only one independent mass parameter \( m \) such that \( \theta^A \rightarrow 0 \) is equivalent to \( m \rightarrow 0 \); and that for \( m \rightarrow 0 \) one has

\[ (3.35) \quad m^{-\alpha} t^S_{\mu \nu} \rightarrow t^{(0)}_{\mu \nu} \neq 0 \quad \text{and} \quad < \infty \]

where \( \alpha \) is a real positive number. The operator \( t^{(0)}_{\mu \nu} \) is symmetric, conserved, and is expected to transform covariantly under conformal
transformations. It must then either be a c-number or have scale dimensions \(-4\). Only in such case is indeed the equation \(\mathcal{D} t^{(0)}_{\mu \nu} = 0\), eq. (3.33), covariant under special conformal transformations. This is a very special case of a general theorem \(\mathcal{L}(63),(67)\) (the theorem of spin-dimension correlation). Note that the possibility that \(t^{(0)}_{\mu \nu}\) be a derivative of a covariant operator must be excluded since it would require for the latter scale dimensions \(\geq -1\), in contrast to the positivity requirement on Lehman's spectral function. From eq. (3.35) we see that the dimensions of \(t^{(0)}_{\mu \nu}\) are \(2 + \alpha > 2\). The only escape is then that \(t^{(0)}_{\mu \nu}\) be a c-number: but then to have \(\mathcal{D}(x_1), K_{\mu}(x_2)\) well-defined it would have to vanish (one assumes \(C^\mu < \infty\)). In conclusion eq. (3.35) cannot be satisfied and \(t^{(s)}_{\mu \nu}(x)\) must vanish.

Finally, we have to remove the condition of a single mass parameter. If there are \(N\) independent mass parameters \(m_1\) one assumes that for \(m_1 \to 0\) a finite limit exists for some product \(f(m_1, \ldots, m_N)^{-1} t^{(s)}_{\mu \nu}(x)\), where \(f(m_1, \ldots, m_N)\) is some function of the \(N\)-masses. The argument then goes as before. So one can conclude, rather generally, that the commutators are those in eqs. (3.10)\(\pm\) (3.13) together with

\begin{align}
(3.38) & \quad \left[ \mathcal{D}(x_1), K_{\mu}(x_2) \right] = i K_{\mu}(x_2) - i \partial_{\mu} \Theta(x_1) \int d^3 x \Theta(x) \\
(3.39) & \quad \left[ K_{\mu}(x_1), K_{\nu}(x_2) \right] = 2i \int d^3 x \Theta(x) \left( \partial_{\mu, \nu} \Theta(x) + \partial_{\nu, \mu} \Theta(x) \right)
\end{align}

In terms of the commutators \(\mathcal{L} \Theta_{\mu \nu}, \partial_{\rho \sigma} \mathcal{L}\) the validity of these equations (3.10)\(\pm\)(3.13) and (3.38)\(\pm\)(3.39) is equivalent to a set of conditions on the Schnüger terms. Included in such a set of conditions is the well-known condition by Schnüger for relativistic covariance \(\mathcal{L}(146)\). We shall not here further discuss such a subject. Additional
discussion can be found in ref. [40]. We want here to mention another interesting consequence of the commutators (3.10),(3.13) and (3.38),(3.39). It is easily seen that the charges $P$, $\mathcal{E}_{ijk} M^{jk}$, $D$, and $\mathcal{K}$ satisfy the unmodified commutation relations even for broken symmetry. In fact they generate a non-symmetry group, which may be useful for instance in classification of states. The hamiltonian, of course, does not commute with the full set of generators.

4. - RESTRICTIONS FROM CONFORMAL COVARIANCE ON EQUAL-TIME COMMUTATORS. -

4.1. - Outline of the problem. -

In this chapter we shall be interested in deriving the restrictions that conformal covariance implies on equal-time commutators of local fields. We assume that the equal-time commutator of two local fields $A(x)$ and $B(y)$ is a temperate distribution with support at $x = y$. This in fact follows from locality and the general hypothesis that the commutator be a temperate distribution on any space-like surface and that the equal time limit exists. It will be convenient to introduce a timelike four-vector $n^\mu$ of fixed components in any frame and to write the equal-time-commutator (briefly: etc) in the form

$$\left( m^\cdot (x-y) \right) \left[ A(x), B(y) \right] = \sum_{k=0}^{\infty} i^k \int \frac{d^4 \tau}{(2\pi)^3} \left( A_{i} \xi_{j} \eta_{k} \right) \partial^{\tau_{i}} \partial^{\tau_{j}} \partial^{\tau_{k}} \delta (x-y)$$

where $\int \tau_{i} \tau_{j} \tau_{k} (A_{i}, B_{j}, n_{k}, y)$ are linear combinations of local operators and depend on $A$ and $B$. The coefficients in such linear
combinations are homogeneous of degree -1 in \( n_\mu \), as evident from (4.1). Also \( \sum_{i=1}^{k} \frac{1}{n_\mu} \) is completely symmetric and the relations \( n_\mu \sum_{i=1}^{k} \frac{1}{n_\mu} \) hold for each \( i \), such that \( \partial_\mu \) only acts on a component transverse to \( n_\mu \). We shall sometime abbreviate \( \sum_{i=1}^{k} \frac{1}{n_\mu} \) into \( \sum_{(k)} \). The conformal charges will be taken in the form

\[
\begin{align*}
\mathcal{P}_\mu &= \int d^4x \, \delta(n_x) n^\mu \Theta_\mu \\
M_{\mu\nu} &= \int d^4x \, \delta(n_x) n^\mu (x^\nu \Theta_\nu - x_\nu \Theta_\mu)
\end{align*}
\]

(4.3) \[
D = \int d^4x \, \delta(n_x) n^\mu \Theta_\mu \\
K_\mu &= \int d^4x \, \delta(n_x) n^\mu (2x^\mu - \Theta_\mu - x^2 \Theta_{(\mu)}
\]

A local field \( A_\mu(x) \), where \( r \) denotes a set of spinor or tensor indices, that transforms covariantly under the algebra satisfies the relations (see § 2)

(4.4) \[
[\mathcal{P}_\mu, A_\nu(x)] = -i \partial_\nu A_\mu(x)
\]

(4.5) \[
[M_{\mu\nu}, A_\gamma(x)] = -i \left[ (x^\tau \partial_\tau - x_\tau \partial_\mu) \delta_{\mu\nu} - i (\nabla_{\mu\nu})^\tau \right] A_\gamma(x)
\]

(4.6) \[
[D, A_\mu(x)] = i (\ell_{(\mu} - x^\sigma \partial_{\sigma}) A_{(\mu}^\nu(x)
\]

(4.7) \[
[K_\mu, A_\nu(x)] = i \left[ (2x^\mu - 2x^\nu x^\mu \partial_{\nu} + x^2 \partial_\mu) \delta_{\nu} + 2i x^\mu (\nabla_{\mu\nu})^\nu \right] A_\nu(x)
\]

Of course \( \mathcal{P}_\mu \) and \( M_{\mu\nu} \), being the generators of the Lorentz group, are conserved; and eqs. (4.4) and (4.5) are just the expressions of Lorentz covariance of the field \( A_\mu(x) \). Thus some of our calculations, in so far as eqs. (4.3), (4.6), and (4.7), are not used have only to do with the usual Lorentz covariance, and not at all with the conformal group in itself. However it would be rather difficult to treat the consequences of covariance under \( D \) and \( K_\mu \), without having first summarized, at least, the consequences of covariance under \( \mathcal{P}_\mu \) and \( M_{\mu\nu} \).
The restrictions which follow from eqs. (4.4)-(4.7) are, strictly, a number of relations to be satisfied by the Schwinger terms in the commutator $[\Theta_{\mu \nu}, A_\tau]$; in our notations of eq. 4.1), they are restrictions on $S_{\tau \ldots \tau}(\Theta_{\mu \nu}, A_\tau, n, x)$. Additional restrictions follow however from use of the Jacobi identities among two local operators $A_\tau(x)$ and $B_\tau(x)$ and a generator $P_{\mu}, M_{\mu \nu}, D,$ or $K_{\mu}$. Such restrictions directly limit the forms for $S_{\tau \ldots \tau}(A_\tau, B_s, n, x)$. However one must stress that, whereas such additional restrictions are rigorous when the Jacobi identity involves $P_{\mu}$ or $M_{\mu \nu}$, which are time independent (and therefore can be easily translated to the limiting value $x_0 = y_0$), when dealing with $D$ and $K_{\mu}$ the consequences hold only for exact symmetry. As we have said, before dealing with the derivation of the implications of conformal symmetry we must summarize some general properties of etc., and in particular discuss the more general consequences of Lorentz invariance alone. We shall follow here the treatment in ref. [40], where a consistent notation and derivation is developed.

4.2. Summary of general properties of equal time commutators.

We shall first deal with the so-called property of integrability for Schwinger terms; it will be convenient to introduce the time ordered product along $n_\mu$.

\[(4.8) \quad T_m(A(x) B(\sigma)) = \Theta(n_x A(x) B(\sigma)) + \Theta(-n_x) B(\sigma) A(x)\]

from which

\[(4.9) \quad \frac{d}{dn_\mu} T_m(A(x) B(\sigma)) = x^H [A(x), B(\sigma)] S(n_x)\]
Therefore for \( k \leq N \) one has
\[
\frac{d}{d\eta_{\mu}} \int d^{4}x x^{\mu_{1}} \cdots x^{\mu_{k}} T_{m}(A(x)B(0)) = \sum_{\ell=0}^{N} i \ell \int x^{\nu_{1}} \cdots x^{\nu_{k}} \frac{\partial}{\partial x^{\nu_{1}}} \cdots \frac{\partial}{\partial x^{\nu_{k}}} \delta(x)
\]
(4.10)

giving
\[
S^{\mu_{1} \cdots \mu_{k+1}}(A_{1}B_{1},\eta_{1},0) = -i \frac{d}{d\eta_{\mu_{k+1}}} \int d^{4}x (ix^{\mu_{1}}) \cdots (ix^{\mu_{k}}) T_{n}(A(x)B(0))
\]
(4.11)

One next makes use of the symmetry of \( S^{\mu_{1} \cdots \mu_{k+1}} \) and obtains
\[
S^{\mu_{1} \cdots \mu_{k+1}}(A_{1}B_{1},\eta_{1},x) = \frac{d}{d\eta_{\mu_{1}}} \cdots \frac{d}{d\eta_{\mu_{k}}} Z^{(k)}(A_{1}B_{1},\eta_{1},x)
\]
(4.12)

where the symbol \( Z^{(k)} \) is defined apart from an additive polynomial in \( \eta_{\mu} \) of degree \( k-1 \). It will be convenient to choose such polynomial as homogeneous of degree \( k-1 \) in \( \eta_{\mu} \), so that \( Z^{(k)} \) is homogeneous of degree \( k-1 \). Note that covariance of \( T_{n}(A(x)B(0)) \) is equivalent to absence of all \( S^{(k)} \).

Under the exchange \( A \leftrightarrow B \) one obviously has:
\[
[A(x), B(0)] = -[B(0), A(x)]
\]

This property implies the relation
\[
S^{\tau_{1} \cdots \tau_{j}}(A_{1}B_{1},\eta_{1},x) + (-1)^{j} S^{\tau_{1} \cdots \tau_{j}}(B_{1}A_{1},\eta_{1},x) =
\]
(4.13)
\[
- \sum_{k=j+1}^{N} i^{k+j} \binom{j}{k} \frac{\partial}{\partial \eta_{\tau_{k}}} S^{\tau_{1} \cdots \tau_{k}}(B_{1}A_{1},\eta_{1},x)
\]

Eq. (4.13) fixes in \( S^{(j)} \) the term of parity \((-1)^{j}\) under \( A \leftrightarrow B \) in terms of \( S^{(j+1)}, S^{(j+2)}, \) etc. In particular (for \( j=N \)
\[ S^{\tau_1 \ldots \tau_N}(A_1, B_1, m_1, x) = \langle \tau \rangle \sum^{N+1} S^{\tau_1 \ldots \tau_N}(B_1, A_1, m_1, x) \]

For the derivation of eq. (4.3) (see ref. [41]).

An additional, quite obvious, relation follows directly from eq. (4.1). We introduce the abbreviation for any vector \( V_{\mu} \)

\[ V_{\mu}^\perp = V_{\mu} - \frac{n \cdot V}{n^2} n_{\mu} \]

and call \( g_{\mu \nu} \) the symbol

\[ g_{\mu \nu} = g_{\mu \nu} - \frac{n_{\mu} n_{\nu}}{n^2} = \frac{g_{\mu \nu}}{n^2} = g_{\mu \nu} = g_{\mu \nu} \]

One then has for the "transverse" derivatives

\[ S^{(o)}(\partial_{\rho} A_j, B, m_1, x) = 0 \]

\[ S^{\tau_1 \ldots \tau_k}(\partial_{\rho} A_j, B, m_1, x) = \frac{1}{k} \sum_{i=1}^{k} g_{\rho i} S^{\tau_1 \ldots \hat{\tau}_i \ldots \tau_k}(A_1, B_1, m_1, x) \]

(the notation \( \tau_1 \ldots \hat{\tau}_i \ldots \tau_k \) means that the index \( \tau_i \) is omitted from the sequence \( \tau_1 \ldots \tau_k \)).

Finally we have a very important theorem which follows from PCT. We shall limit ourselves here in enunciating the theorem, without reporting the proof:

PCT theorem on equal-time-commutators. - In the expansion in eq. (4.1) for an equal time commutator, the only singularities in \( n_{\mu} \) of each \( S^{\tau_1 \ldots \tau_k} \) are poles at \( n^2 = 0 \).

The theorem results in powerful restrictions on the nature of the Schwinger terms. It is particularly useful when applied in conjunction with the other general properties of etc, in particular with the condition of homogeneity. As a consequence, we mention the
following "even-odd rule for Schwinger terms". Let us call $S^k_{\alpha_1 \cdots \alpha_j}$ the $k$-th Schwinger term for the commutator $A_{\alpha_1 \cdots \alpha_j} (x,0)$, $B_{\alpha_1 \cdots \alpha_j} (0)$; $S^k_{\alpha_1 \cdots \alpha_j}$ is a sum of local operators. Such operators all have the total number of tensor indices even or odd. The case "even" occurs for $j+k+1 = \text{even}$, the case "odd" for $j+k+1 = \text{odd}$. Example: An equal time commutators of two scalar objects can only give vectors, third rank tensors, etc., plus Schwinger terms.

4.3.- Restrictions from Lorentz covariance on equal-time commutators.-

From eqs. (4.2), (4.4), (4.5) one derives formally $[(41)]$

$$\gamma^f \left[ S^{(a)} (\Theta_{\rho_0}, A_{\alpha_1}, a_{1} x) = -i \partial_{\sigma} A_{\alpha_1} (x) \right]$$

and

$$\gamma^f \left[ S^{(a)} (\Theta_{\rho_0}, A_{\alpha_1}, a_{1} x) - S^{(a)} (\Theta_{\rho_1}, A_{\alpha_1}, a_{1} x) \right] = -i (\Sigma^{\mu \nu})_{\alpha_1} A_{\alpha_1} (x)$$

Eqs. (4.19) and (4.20) are two independent limitations on the Schwinger terms and they express the content of eqs. (4.4) and (4.5) for any energy-momentum tensor which is symmetric, divergenceless, and related through eqs. (4.2) to the generators $P_{\mu}$ and $M_{\mu \nu}$ (such as for instance the Belinfante-Möller $\Theta_{\mu \nu}$). One finds from eqs. (4.19) and (4.20) that the commutator of $\Theta_{00}$ with any local operator has the form

$$\gamma^f (x_{0} - y_{0}) \left[ \Theta_{00} (x_{0}) A_{\alpha_1} (y_{0}) \right] = -i \frac{\partial A_{\alpha_1} (y_{0})}{\partial y_{0}} (x_{0} - y_{0}) + (\Sigma^{\mu \nu})_{\alpha_1} A_{\alpha_1} (y_{0}) \frac{\partial}{\partial y_{\mu}} (x_{0} - y_{\mu}).$$

For the interesting case of $\Theta_{00}$ one obtains in particular the well-known theorem of Schwinger $[(146)]$. One also reobtains the results of Boulware and Deser $[(17)]$ about the ect
\[ \theta_{\mu \nu} (x), \theta_{\sigma} (0) \]. Here one has to make use of eq. (4.13) and of the local conservation of \( \theta_{\mu \nu} \). Additional restrictions are implied by the Jacobi identities for \( A_\tau (x), B_\tau (x) \), and either \( P_\mu \) or \( M_{\mu \nu} \).

One obtains

\[
\partial_\mu S^{\tau_1 \ldots \tau_k} (A_\tau, B_\tau, m_\tau x) = S^{\tau_1 \ldots \tau_k} (\partial_\mu A_\tau, B_\tau, m_\tau x) + \\
+ S^{\tau_1 \ldots \tau_k} (A_\tau, \partial_\mu B_\tau, m_\tau x)
\]

(4.22)

from the Jacobi identity with \( P_\mu \), and by a slightly more complicated algebra \([141]\), the relation:

\[
(k+1) [ S^{\mu \nu \tau_1 \ldots \tau_k} (\partial^\nu A_\tau, B_\tau, m_\tau x) - S^{\mu \tau_1 \ldots \tau_k} (\partial^\nu A_\tau, B_\tau, m_\tau x) ] = \\
= [ S^{\tau_1 \ldots \tau_k} (A_\tau, B_\tau, m_\tau x), M_\mu ] - S^{\tau_1 \ldots \tau_k} ((\Sigma^\mu A)_\tau, B_\tau, m_\tau x) - \\
S^{\tau_1 \ldots \tau_k} (A_\tau, (\Sigma^\mu B)_\tau, m_\tau x) )
\]

(4.23)

One sees from eq. (4.23) that the Schwinger terms of order \( k+1 \) in a commutator involving a derivative are related to those of order \( k \) without derivative. When eq. (4.23) is taken together with eqs. (4.17) and (4.18) one obtains a complete determination of \( S_1 \ldots \tau_1 \ldots \tau_k (\partial^\mu A, B, n, x) \) in terms of \( S_1 \ldots \tau_k (A, B; n, x) \). In fact it can be shown \([144]\) that one can write the following compact expression, equivalent to the set of eqs. (4.17), (4.18) and (4.13)

\[
\sum_{\tau_1 \ldots \tau_k} (\partial^\nu A, B_\tau, m_\tau x) = \frac{1}{k!} \sum_{j=1}^{k} [ (k-1) \delta^\nu \tau_j + \\
+ \frac{d}{dm_{\tau_j}} ] S^{\tau_1 \ldots \tau_j \ldots \tau_k} (A, B, m_\tau x)
\]

(4.24)

The result contained in eq. (4.24) was first derived by a different method \([155], (42)\]. The implications of Lorentz covariance on etc have also been
discussed by Brown, Gross and Jackiw [27], (28), (99), (85), (86)]

Eq. (4.24) can be given a rather simple form in terms of \( Z^{(k)} \), see eq. (4.12). One finds

\[
(4.25) \quad i k Z^{(k)}(\varepsilon A, B, m, x) = m^a Z^{(k-1)}(A, B, m, x) + F^\nu(n)
\]

where \( F^\nu(n) \) is a homogeneous, but otherwise unspecified, polynomial of degree k-1 in

4.4.- Restrictions on equal-time commutators ensuing from conformal symmetry.-

The equations

\[
(4.26) \quad [D, A^\nu(x)] = i \left( \partial_\nu - x^\rho \partial_\rho \right) A_n(x)
\]

\[
(4.27) \quad [K_\mu, A^\nu(x)] = i \left[ \left( 2 \partial_\mu x^\nu - 2 x^\nu \partial_\mu + x^2 \right) \right] \delta_\nu^\mu + 2i x^\rho \left( \sum_{i=1}^{5} \delta_\nu^\mu \right) A^\nu(x)
\]

express the assumption that \( A^\nu(x) \) transforms according to an irreducible representation of the conformal algebra with \( k_\rho = 0 \), finite dimensional with respect to the little group, as reviewed in chapter 2.

We recall that

\[
(4.28) \quad D = \int d^4x \, \delta(mx) \, m \, x^\nu \, \Theta_{\rho \sigma}
\]

\[
(4.29) \quad K_\mu = \int d^4x \, \delta(mx) \, m \, x^\nu \left( 2 \partial_\mu x^\nu \Theta_{\rho \sigma} - x^2 \Theta_{\rho \mu} \right)
\]

One immediately obtains:
\[
[D, A_\nu(\omega)] = \int d^4x \, S(n,x) \, \eta^\nu_\sigma \left[ \Theta^\rho_\sigma(x), A_\nu(\omega) \right] \\
= \sum_k i^k \eta^\rho_\sigma \sum_{\tau_1,..,\tau_k} (\Theta^\rho_{\tau_1}, A_{\nu,0}) \int d^4x \, \delta_{\tau_1,..,\tau_k} S(x) \\
= -i \eta^\rho_\sigma S(x) (\Theta^\rho_{\tau_1}, A_{\nu,0})
\]

and after using eq. (4.26) one can write:

\[(4.30) \quad \eta^\rho_\sigma S(x) (\Theta^\rho_{\tau_1}, A_{\nu,0}) = -\ell_A A_\nu(x) \]

With $K^\mu_\nu$ one proceeds by similar steps. One has

\[
[K^\mu_\nu, A_\nu(\omega)] = \sum_k i^k \eta^\rho_\sigma \int d^4x \, \sum_{\tau_1,..,\tau_k} (\Theta^\rho_{\tau_1}, A_{\nu,0}) \, 2 \chi_\mu \, x^\sigma \\
- \sum_{\tau_1,..,\tau_k} (\Theta^\rho_{\tau_1}, A_{\nu,0}) \, 2 \chi_\mu \, x^\sigma \\
= -2m \sum_{\tau_1,..,\tau_k} (\Theta^\rho_{\tau_1}, A_{\nu,0}) \, g_{\tau_1,\tau_2} S_{\tau_1,\tau_2} (\Theta^\rho_{\tau_1}, A_{\nu,0}) - g_{\tau_1,\tau_2} S_{\tau_1,\tau_2} (\Theta^\rho_{\tau_1}, A_{\nu,0})
\]

Then one compares with eq. (4.27), obtaining

\[(4.31) \quad g_{\tau_1,\tau_2} \eta^\rho_\sigma S_{\tau_1,\tau_2} (\Theta^\rho_{\tau_1}, A_{\nu,0}) = 2 g_{\tau_1,\tau_2} \eta^\rho_\sigma S_{\tau_1,\tau_2} (\Theta^\rho_{\tau_1}, A_{\nu,0})
\]

The main results are thus eqs. (4.30) and (4.31). They express limitations on the Schwinger terms of $[\partial_{\mu_\nu}, A_{\mu}]$.

The restrictions obtainable from the Jacobi identities, to be derived in the following, are valid only if the symmetry is exact, as we have already explained. In fact $D$ and $K^\mu_\nu$ are not in general independent of time and the Jacobi identity among $A_\nu$, $B_\sigma$ and $D$ or $K^\mu_\nu$ cannot be justified a priori.

Using eq. (4.1) and the Jacobi identity with $D$, together with eq. (4.6) we find

\[
\langle n|x| [A_{\tau_1}(x), B_{\tau_2}(o)]_D \rangle = \sum_k i^k [S_{\tau_1,\tau_2}(A_{\tau_1}, B_{\tau_2}, o), D] \\
\cdot \partial_{\tau_1} \partial_{\tau_2} S(x) = \int (n|x) \left[ [A_{\tau_1}(x) , [B_{\tau_2}(o), D]] + [[A_{\tau_1}(x), D], B_{\tau_2}(o)] \right]
\]
\[ = - \sum_{k} \left( \lambda_{A_2, B_5, 0} \right) \frac{\partial_{\tau_{A_2}}}{\partial \tau_{A_2}} \frac{\partial_{\tau_{B_5}}}{\partial \tau_{B_5}} \delta(x) = \right.
\[ = - \sum_{k} \left( \lambda_{A_2, B_5, 0} \right) \frac{\partial_{\tau_{A_2}}}{\partial \tau_{A_2}} \frac{\partial_{\tau_{B_5}}}{\partial \tau_{B_5}} \delta(x) \right. \]

The result one obtains is therefore
\[
i \left[ \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0} \right] = \sum_{i} \frac{i^{i+1}}{i} \left[ \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0} \right] \]

Eqs. (4.1), (4.7) and the Jacobi identity with \( \lambda_{A_2, B_5, 0} \) give us
\[
\left[ \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0} \right] = \sum_{i} \frac{i^{i+1}}{i} \left[ -2 \lambda_{A_2, B_5, 0} \frac{\partial_{\tau_{A_2}}}{\partial \tau_{A_2}} \frac{\partial_{\tau_{B_5}}}{\partial \tau_{B_5}} \right] + \left[ \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0} \right] \]

One can thus write
\[
- \frac{i}{2} (k+1) \left( 2 \lambda_{A_2, B_5, 0} \frac{\partial_{\tau_{A_2}}}{\partial \tau_{A_2}} \frac{\partial_{\tau_{B_5}}}{\partial \tau_{B_5}} \right) \left[ \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0} \right] \]

(4.33) = \sum_{i} \frac{i^{i+1}}{i} \left[ \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0}, \lambda_{A_2, B_5, 0} \right] \]
We shall now look for simpler expressions in place of eqs. (4.32) and (4.33). We take eq. (4.24) for the value $k+1$ and multiply by $g g^{r_{k+1}}$. We obtain

\[
\begin{align*}
\i S^{\lambda_{r_{k+1}} r_{r_{k+1}} \cdots r_{r_{k+1}}} (\partial_{A} A_{r_{k+1}}, A_{r_{k+1}}, 0) &= \frac{1}{(k+1)^{2}} \sum_{j=1}^{k} S^{r_{j} \cdots r_{k}} (A_{r_{j}}, A_{r_{k}}, 0) \\
+ \frac{d}{d A_{r_{k+1}}} S^{r_{k+1} \cdots r_{k}} (A_{r_{k+1}}, A_{r_{k}}, 0) + 4k S^{r_{k+1} \cdots r_{k}} (A_{r_{k+1}}, A_{r_{k}}, 0) \\
= \frac{k+3}{k+1} S^{r_{k+1} \cdots r_{k}} (A_{r_{k+1}}, A_{r_{k}}, 0)
\end{align*}
\]

Using now eq. (4.31) together with the above equation one derives,

\[
(4.34) \left( \ell_{A}^{2} + \ell_{B}^{2} + k+3 \right) S^{r_{k+1} \cdots r_{k}} (A_{r_{k+1}}, A_{r_{k}}, 0) = \i \left[ S^{r_{k+1} \cdots r_{k}} (A_{r_{k+1}}, A_{r_{k}}, 0) \right] D
\]

The result states nothing else than the obvious consequence that $S^{r_{k+1} \cdots r_{k}}$ must transform covariantly with respect to $D$ and it has scale dimensions $1 + 1 + k+3$. Since all operators have negative scale dimensions (in a scale invariant theory) it follows that the highest order of the Schwinger terms in a commutator of fields of definite scale dimensions is fixed. Now, to simplify eq. (4.33), we write its left-hand side as

\[
- \i \frac{1}{2} (k+2) \left[ S^{A_{r_{1}} \cdots r_{r_{k}}} (\partial_{r_{A}} A_{r_{1}}, A_{r_{k}}, 0) - g_{r_{A} r_{1}} S^{A_{r_{1}} \cdots r_{r_{k}}} (\partial_{r_{A}} A_{r_{1}}, A_{r_{k}}, 0) \right]
+ \i \frac{1}{2} (k+2) S^{A_{r_{1}} \cdots r_{r_{k}}} (\partial_{r_{A}} A_{r_{1}}, A_{r_{k}}, 0)
\]

We then use eq. (4.23) to calculate the term within square brackets in the above equation, which becomes

\[
- \i \frac{1}{2} \left[ S^{A_{r_{1}} \cdots r_{r_{k}}} (A_{r_{1}}, A_{r_{k}}, 0), M_{r_{1}} \right] S^{A_{r_{1}} \cdots r_{r_{k}}} ((\Sigma_{\mu A})_{r_{1}} B_{r_{k}}, 0)
- S^{A_{r_{1}} \cdots r_{r_{k}}} (A_{r_{1}}, (\Sigma_{\mu A} B)_{r_{k}}, 0)
\]

(4.35)

On the other hand, using eq. (4.24), one has
\[ e^{i \frac{k+2}{2} \sum \tau \tau (a A_2, B_5, 0)} = \frac{k+4}{2} \sum \tau \tau (A_2, B_5, 0) \]

eqs \eqref{4.33}, \eqref{4.35} and \eqref{4.36} give

\[ -\frac{1}{k+1} \left[ S \tau \tau (A_2, B_5, 0), K^\eta \right] = (2 \lambda_a + k + 4) \]

\[ \sum \tau \tau \left( A_2, B_5, 0 \right) + i \sum \tau \tau \left( (\Sigma A)^\eta, B_5, 0 \right) - i \sum \tau \tau \left( A_2, (\Sigma B)^\eta, 0 \right) + i \left[ S \tau \tau (A_2, B_5, 0), M^\eta \right] \]

The left-hand-side of eq. \eqref{4.37} vanishes provided \( S \tau \tau (A_2, B_5, 0) \) is a superposition of local operators transforming according to finite dimensional representations with \( K^\eta = 0 \) of the conformal group.

Also, one gets from eq. \eqref{4.37} the result \( \sum_{1}^{\infty} K_{-J}^{1} K_{-J}^{N} (A_2, B_5, 0), K_{-J}^{1} J = 0 \) (N being the order of the last Schwinger term in eq. \eqref{4.1}). From eq. \eqref{4.13} one has

\[ -\frac{1}{k+1} \left[ S \tau \tau \left( A_2, B_5, 0 \right) + (\lambda_i) \sum \tau \tau \left( B_5, A_2, 0 \right), K^\eta \right] \]

\[ = \frac{1}{k+1} \sum_{J=1}^{N} \sum_{J}^{J} \sum_{J}^{J} \left( \sum_{J}^{J} \sum_{J}^{J} \left[ S \tau \tau \left( A_2, B_5, 0 \right), K^\eta \right] \right) x = 0 \]

whose left-hand-side can be written, using Eqs. \eqref{4.37} and \eqref{4.13} in the form

\[ \{ [k+4 + \lambda_a + \lambda_b] g^\alpha + i \text{ad } M^\alpha \} \sum \tau \tau \left( A_2, B_5, 0 \right) - \]

\[ (\lambda_i) \sum \tau \tau \left( B_5, A_2, 0 \right) \} - \left( \lambda_i A - \lambda_b \right) \sum \tau \tau \sum \tau \tau + i \sum \tau \tau \left( \Sigma A \right)^\eta \sum \tau \tau \sum \tau \tau \]

\[ = \sum_{J=1}^{N} \sum_{J}^{J} \sum_{J}^{J} \left( \Sigma A \right)^\eta \sum \tau \tau \left( A_2, B_5, 0 \right) \]

The notation is usual in lie algebras: \( \text{ad } M A \) stands for \( \Sigma_{\alpha}^\alpha, A \).

When we compare eq. \eqref{4.39} to eq. \eqref{4.38} we find

\[ i \delta_{\lambda} \left( S \tau \tau \tau \tau \left( A_2, B_5, 0 \right), K^\eta \right] = \theta (N + 3 + \lambda_a + \lambda_b) g^\alpha + \]

\[ + i \text{ad } M^\alpha \} \sum \tau \tau \left( A_2, B_5, 0 \right) \]
In deriving eq. (4.40) we have used the equation

\[ S^{\tau_1 \ldots \tau_N} (A_\lambda, B_\lambda, 0) = (-1)^{N+1} S^{\tau_1 \ldots \tau_N} (B_\lambda, A_\lambda, 0) \]

Eq. (4.40) can be written, recalling eq. (4.34), as

\[ -i \partial_\lambda \left[ \mathcal{L}_{\lambda}^{\tau_1 \ldots \tau_{N-1}} (A_\lambda, B_\lambda, 0) , \mathcal{K}^\mu \right] = 2 i \{ \mathcal{L}_{\lambda}^{\tau_1 \ldots \tau_{N-1}} (A_\lambda, B_\lambda, 0) , \mathcal{M}^\mu \} \]

(4.41)

which is satisfied identically. The only independent restriction one obtains, for \( k=N-1 \), from the result in eq. (4.37) is

\[ -\frac{1}{N} \left[ S^{\tau_1 \ldots \tau_{N-1}} (A_\lambda, B_\lambda, 0) - (-1)^{N-1} S^{\tau_1 \ldots \tau_{N-1}} (B_\lambda, A_\lambda, 0) , \mathcal{K}_\mu \right] = 2 \left[ (\mathcal{L}_{\lambda}^{\mu} - \mathcal{L}_\mu^{\lambda}) \mu_\lambda \nabla_s^{\tau_1} S^{\tau_1 \ldots \tau_{N-1}} (B_\lambda, A_\lambda, 0) , \nabla^{\tau_1} \tau_1 \ldots \tau_{N-1} (A_\lambda, B_\lambda, 0) \right] \]

(4.42)

It is interesting to note that eq. (4.37) is identically satisfied if one takes for \( A \) the operator \( n^\rho \theta_\rho \sigma \) and if in the commutator \( \left[ \mathcal{L}_{\lambda}^{\tau_1 \ldots \tau_{N-1}} (A_\lambda, B_\lambda, 0) , \mathcal{B} \right] \) the value of \( N \) is \( -1 \).

5. - MANIFESTLY CONFORMAL COVARIANT STRUCTURE OF SPACE-TIME. -

5.1. - As well known \[ (109), (122) \] the conformal algebra on space-time is isomorphic to the orthogonal \( O(4,2) \) algebra. We recall that the 15 generators of \( O(4,2) \), which are arranged into a skew-symmetric tensor \( J_{AB} \), are given by

\[ (5.1) \quad J_\mu = M_{\mu\nu} , \quad J_5^\mu = \frac{1}{2} (P_\mu - K_\mu) , \quad J_6^\mu = \frac{1}{2} (P_\mu + K_\mu) , \quad J_6^5 = D \]

in terms of the generators of the conformal algebra.
In fact, from the commutation rules of the conformal algebra it follows

\[
(5.2) \left[ \mathcal{J}_{AB}, \mathcal{J}_{CD} \right] = i \left( \mathcal{J}_{AB} \mathcal{J}_{BC} + \mathcal{J}_{BD} \mathcal{J}_{AC} - \mathcal{J}_{AB} \mathcal{J}_{AC} - \mathcal{J}_{BD} \mathcal{J}_{CD} \right)
\]

and

\[
\mathcal{J}^{AA} = (+, -, +) \quad A = 0, 1, 2, 3, 5, 6
\]

\[O(4, 2)\] is a rank three algebra, with Casimir Operators

\[
\mathcal{C}_{I} = \mathcal{J}^{AB} \mathcal{J}_{AB}
\]

\[
\mathcal{C}_{III} = \varepsilon^{ABCD} \mathcal{J}^{AB} \mathcal{J}^{CD} \mathcal{J}^{EF}
\]

The irreducible representations of the algebra are specified by the eigenvalues of these operators.

It is a simple task to prove that the action of the conformal group on the Minkowsky space is equivalent to the action of \[O(4, 2)\] on the homogeneous space \[O(4, 2) / IO(3, 1) \otimes D\]. Let us consider an arbitrary point \(P\) in the six-dimensional pseudo-orthogonal space \[O(4, 2)\], \(P \in (\eta_A^B = g_A^B \eta_B^B)\); and choose as independent variables

\[
(5.4) \quad \eta_\mu = \frac{1}{\kappa} \eta_\mu, \quad \kappa = \eta_0^+ \eta_6 \quad \text{and} \quad \eta^2 = \eta_A^B \eta_B^A
\]

A transformation \(\Lambda \in O(4, 2)\), acting as \(\eta_A^B = \Lambda_A^B \eta_B^B\), induces on the new variables the following transformations

\[
(5.5) \quad x^\nu' = L^\nu_\mu x^\mu + Q^\nu \\
\kappa' = \kappa \quad \text{Poincaré transformations}
\]

\[
(5.6) \quad x^\nu' = \varepsilon^\nu_\lambda x^\lambda \\
\kappa' = \varepsilon^{-\lambda} \kappa \quad \text{dilatations}
\]
\[
x_j^\mu = \frac{x_\mu + \zeta_\mu (x^2 - \eta^2/k^2)}{1 + 2c \cdot x + c^2 (x^2 - \eta^2/k^2)}
\]

(5.7)  

\[\kappa' = \kappa \left(1 + 2c \cdot x + c^2 (x^2 - \eta^2/k^2)\right)\]

special conformal transformations

We then see that, in order to recover the conformal transformations laws in space-time, the point \( x \in M_4 \) (\( M_4 \) = Minkowski space) has to be identified with the set \( x_\mu \in \{ \eta \gamma_\mu, \kappa \} \) \( \rho \) arbitrary, on the cone \( \eta^2 = 0 \).

Let us now consider operator-valued spinor functions \( \Psi_{\xi\kappa\lambda} (\eta) \) defined on the cone \( \eta^2 = 0 \). They transform according to

\[
\sum_{\xi\kappa\lambda} \Psi_{\xi\kappa\lambda} (\eta) = -i \varepsilon^{AB} \int A_{i\kappa\lambda} \psi_{\xi} (\eta) = -i \varepsilon^{AB} \left( L_{A\xi} S_{\lambda\kappa}^B + S_{\lambda\xi} A_{i\kappa\lambda} \right) \psi_{\xi} (\eta)
\]

\[\left( L_{A\xi} = i (\eta_B \partial_A - \eta_A \partial_B) \right)\]

(5.8)

where \( S_{\xi\kappa\lambda} \) is the matrix of an irreducible representation of the spinor group \( SU(2,2) \), locally isomorphic to \( O(4,2) \). We assume that these functions are homogeneous of degree \( A \) \( \xi \) \( \iota \) \( \iota \), i.e.

\[
(5.9) \quad \eta^A \partial_A \Psi_{\xi\kappa\lambda} (\eta) = \eta_A \Psi_{\xi\kappa\lambda} (\eta) \quad (\eta^A \partial_A = \kappa \frac{\partial}{\partial \kappa})
\]

The function

\[\text{(x)} - \text{Note that in general, for } \eta^2 \neq 0, \eta^A \partial_A = \kappa \frac{\partial}{\partial \kappa} + 2\eta_2 \frac{\partial}{\partial \eta^2} \quad \text{so eq.} \quad (5.10) \quad \text{holds only for } \eta^2 = 0. \quad \text{This is due to the fact that only the hypersurface } \eta^2 = 0 \quad \text{is invariant under dilatations on the six-dimensional space:}
\]

\[\eta_A \rightarrow \lambda \eta_A.\]
\[(5.10) \quad \Psi_{\xi_1 \xi_2}^1 (x) = \kappa^{-1} \Psi_{\xi_1 \xi_2}^\lambda (\eta)\]

is then defined on space-time. However \[\sqrt{12} \] the operator \( \Psi_{\xi_1 \xi_2}^1 (x) \) is non-local in the sense that

\[(5.11) \quad \left[ \mathcal{P}_{\xi_1 \xi_2} (x), \mathcal{P}_{\rho_1 \rho_2} \right] = \left( i \frac{\partial}{\partial x_\rho} + \pi_\rho \right) \Psi_{\xi_1 \xi_2}^1 (x)\]

where \( \pi_\rho = S_{6 \rho} + S_{5 \rho} \). From (5.11) one easily sees that the new operator-valued function

\[(5.12) \quad \mathcal{O}_{\xi_1 \xi_2} (x) = (e^{-i x \cdot \pi})_{\xi_1 \xi_2} (x) = \kappa^{-1} (e^{-i x \cdot \pi})_{\xi_1 \xi_2} \Psi_{\xi_1 \xi_2}^{\lambda \rho} (\eta)\]

transforms according to a representation of the conformal algebra on space-time induced from a representation of the stability algebra at \( x = 0 \).

\[(5.13) \quad \Sigma_{\mu \nu} = \sum_{\mu \nu}, \Delta = S_{65} - i \lambda I, \quad \kappa_{\rho} = S_{6 \rho} - S_{5 \rho}\]

5.2. Irreducible representations in space-time.

In this section we are interested in investigating the structure of a particular family of irreducible representations of conformal algebra on space-time \[\text{(132), (94), (62), (84), (77), (111), (139), (36), (140), (156)}\]. We classify those representations which contain infinite towers of irreducible representations of \( \text{SL}(2, \mathbb{C}) \) of the type \( \sqrt{m^2 + n^2} \), \( m, n \in \mathbb{Z} \); i.e. tensor representations.

The study of this particular class of representation is especially motivated by the fact that they are relevant in operator product expansions, a problem that will be deeply investigated in the next sections.
5.3. Structure of representations and connections with O(4, 2) covariant tensors.

The classification of the irreducible representations is achieved by making use of the following two basic Lemmas:/(67)/:

Lemma 1) - Every irreducible (infinite-dimensional) representation of conformal algebra which contains a ladder of Lorentz tensors of order \(n+k\), \(k=0, 1, 2, \ldots\) (i.e. irreducible \(\text{SL}(2,\mathbb{C})\) representations of the type \((\frac{n+k}{2}, \frac{n+k}{2})\)) is uniquely specified by an irreducible Lorentz tensor \((\frac{n}{2}, \frac{n}{2})\) of given dimension \(l_n\), annihilated by \(K_\lambda\), i.e. by an irreducible representation of \(\text{SL}(2,\mathbb{C}) \otimes \mathbb{D}\). The last assertion follows from the structure of the stability algebra.

The proof of Lemma 1) follows from the fact that the Casimir Operators (5.3) are given in such representations by

\[
C_I = 2 \ell_m (\ell_m - 4) + 2m (m+2)
\]

\[
(5.14)
\]

\[
C_I = m (m+2) \left[ \ell_m + \ell_m (\ell_m - 4) \right]
\]

as can be obtained by evaluating their eigenvalues on the lowest order tensor \((\frac{n}{2}, \frac{n}{2})\) annihilated by \(K_\lambda^{(x)}\). Therefore these representations are specified by two numbers \(n, l_n\) where \(n\) is a non-negative integer and \(l_n\) assumes any value (with the exception \(l_n = 2+n\)).

Lemma 2) - Every irreducible representation of the conformal algebra, which according to the previous Lemma is uniquely specified

\((x)\) - For example, the Casimir \(C_I\), in terms of conformal generators turns out to be

\[C_I = M_{\mu \nu} M^{\mu \nu} + 2 \text{R}R - 2D^2 + 8iD.\]
by a Lorentz tensor of order n (annihilated by K_A) and its dimension l_n, can be uniquely enlarged (l_n/2+n), to a tensor representation of O(4,2) acting on O(4,2)/IO(3,1) \mathcal{D}.

The tensor \( \psi_{A_1 \ldots A_n}(\eta) \) are specified \((66),(67)\) by the following properties

(5.15a) They are homogeneous of degree -ln

(5.15b) They are irreducible, i.e. symmetric and traceless

(5.15c) They satisfy two sets of supplementary conditions

\( \eta^{A_1} \psi_{A_2 \ldots A_n}(\eta) = 0 \) and \( \eta^{A_1} \psi_{A_2 \ldots A_n}(\eta) = 0 \) (generalized Lorentz condition)

It is possible to prove that these properties for the tensor \( \psi_{A_1 \ldots A_n} \) are equivalent to the following ones

(5.16a) The tensors are irreducible with respect to the orbital part of the algebra O(4,2).

(5.15b) They are irreducible with respect to the spin part of the algebra O(4,2).

(5.16c) They are irreducible with respect to the whole algebra i.e. LS is a constant on these representations.

Proof:

Let us consider an operator \( \psi_{A_1 \ldots A_n}(\eta) \), transforming as a tensor under O(4,2) transformations, defined on the cone \( \eta^2=0 \), of degree of homogeneity \( \lambda_n^- = l_n^- \), i.e. satisfying

(5.17) \( \eta^A \partial_A \psi_{A_1 \ldots A_n}(\eta) = \lambda_n \psi_{A_1 \ldots A_n}(\eta) \)

It is easy to show that the orbital quadratic Casimir reduces on the cone to
(5.18) \[ L_{A\bar{B}} L^{A\bar{B}} = 2 \eta^A \partial_A (4 + \eta^A \partial_A) \]

(the other two Casimir operators vanish for orbital representations) and therefore

(5.19) \[ L_{A\bar{B}} L^{A\bar{B}} \psi_{A_{\ldots} A_{\bar{m}}} (\eta) = 2 \ell_m (\ell_m - 4) \psi_{A_{\ldots} A_{\bar{m}}} (\eta) \]

The equivalence between (5.15a) and (5.16a) is thus proved. The statements (5.15b) and (5.16b) are obviously equivalent.

In order to prove the equivalence between (5.15c) and (5.16c) we observe that

(5.20) \[ J^{A\bar{B}} J_{A\bar{B}} = L^{A\bar{B}} L_{A\bar{B}} + S^{A\bar{B}} S_{A\bar{B}} + 2 L^{A\bar{B}} S_{A\bar{B}} \]

where

(5.21) \[ (S_{A\bar{B}} \psi)_{A_{\ldots} A_{\bar{m}}} (\eta) = i \sum_{i=1}^m (\partial_{AA_i} \psi_{A_{\ldots} A_{\bar{m}} A B} (\eta) - \partial_{BA_i} \psi_{A_{\ldots} A_{\bar{m}} \bar{A}} (\eta)) \]

Making use of the two supplementary conditions (5.15c) we have

(5.22) \[ (L \cdot S \psi)_{A_{\ldots} A_{\bar{m}}} (\eta) = -2 \sum_{i=1}^m (\eta_{A_i} \partial^B \psi_{A_{\ldots} \bar{A}_i A_{\bar{m}} B} (\eta) - \eta^A, \]

\[ \partial^{A_i} \psi_{A_{\ldots} A_{\bar{m}}} (\eta) = 2 \sum_{i=1}^m \eta^{A_i} \partial^{A_i} \psi_{A_{\ldots} A_{\bar{m}}} (\eta) = -2 m \psi_{A_{\ldots} A_{\bar{m}}} (\eta) \]

Moreover we have\(^{\text{(x)}} \) [767]\]

\(^{\text{(x)}}\) - Note that \( S_{65} \) has vanishing eigenvalue on the highest order Lorentz tensor contained in the representation.
\[ \pi \cdot K = n \]
\[ S_A^B S^A_B = 2m(n+4) \]

(5.23) \[ \varepsilon_{ABCD} S^A_B S^C_D S^E_F = 0 \]
\[ S_A^B S_B^C S_C^D S_D^A = 3m(n+2) \]

Let us now prove Lemma 2): remembering (see (5.12)) that

(5.24) \[ 0 \begin{pmatrix} x \end{pmatrix} = \kappa_l \begin{pmatrix} e^{-ix \pi} \end{pmatrix} \left( e^{i \cdot x \cdot \pi} \right) \left( \begin{array}{c} \Lambda_i \\
\lambda \end{array} \right) \begin{pmatrix} \eta \end{pmatrix} \]

and noting that

(5.25) \[ \frac{1}{2} L^A_B L^B_A = \ell_m (\ell_m - 4) \]

(5.26) \[ \frac{1}{2} S_{AB} S^A_B = \frac{1}{2} S_{\mu \nu} S^{\mu \nu} + \pi \cdot K - S_{65}^2 + 4i S_{65} \]

(5.27) \[ S_{AB} L^A_B = S_{\mu \nu} L^{\mu \nu} - 2 S_{65} L_{65} + \pi \cdot \kappa + K \cdot \varnothing \]

where \( \kappa = L_{6 \mu} - L_{5 \mu} \), \( \varnothing = L_{6 \mu} + L_{5 \mu} \)

we get, in terms of the generators transformed by \( e^{-ix \pi} \ldots e^{ix \pi} \),

(5.28) \[ e^{-ix \pi} J_{AB} J^{AB} e^{ix \pi} = \ell_m (\ell_m - 4) + \frac{1}{2} S_{\mu \nu} S^{\mu \nu} + \pi \cdot \tilde{\kappa} - \]
\[ - \tilde{S}_{65}^2 + 4i \tilde{S}_{65} + \tilde{S}_{\mu \nu} \tilde{L}^{\mu \nu} - 2 \tilde{S}_{65} \tilde{L}_{65} + \pi \cdot \tilde{\kappa} + \tilde{\kappa} \cdot \tilde{\varnothing} \]

\[ \tilde{S}_{\mu \nu} = S_{\mu \nu} + \kappa_{\pi \nu} \cdot \pi - \kappa_{\pi \mu} \cdot \pi, \quad \tilde{S}_{65} = S_{65} + \kappa \cdot \pi \]

\[ \tilde{\kappa}_{\mu} = \kappa_{\mu} + 2 \pi \left( g_{\mu \nu} S_{65} + S_{\mu \nu} \right) + 2 \kappa_{\pi \nu} \cdot \pi - \kappa_{\pi \mu} \cdot \pi \]

\[ \tilde{\kappa}_{\mu} = L_{\mu \nu} + \kappa_{\pi \mu} \cdot \pi - \kappa_{\pi \nu} \cdot \pi, \quad \tilde{\varnothing} = \tilde{\varnothing} - \pi \lambda \]
\[ \chi_\lambda = \chi_\lambda + 2i l_m \chi_\lambda - 2 \chi_\lambda \chi \cdot \pi + \chi^2 \pi_\lambda \]

(5.29) \[ \tilde{L}_6 = i l_m - \chi \cdot \tilde{\pi} \]

\[ \tilde{S}_{65}^2 = S_{65}^2 + 2 \chi \cdot \tilde{\pi} + (\chi \cdot \tilde{\pi})^2 \]

Using translation invariance it follows that

\[ \frac{1}{2} \mathcal{J}^{AB} \mathcal{J}_{AB} \delta(\phi) = l_m (l_m - 4) + \frac{1}{2} \mathcal{S}_{\mu \nu} \mathcal{S}^{\mu \nu} + \pi \cdot \kappa \]

(5.30)

\[ + \kappa \cdot (\partial \cdot \tilde{\pi}) = l_m (l_m - 4) + m (m + 2) \]

where we used the properties

(5.31) \[ (\mathcal{S}_{65} \delta)_{\alpha_1 \ldots \alpha_m} (\phi) = 0 \]

(5.32) \[ (\kappa_\alpha \delta)_{\alpha_1 \ldots \alpha_m} (\phi) = 0 \]

Eq. (5.32) is a consequence of the first supplementary condition (5.15c).

In order to complete the proof of Lemma 2) the mapping between covariant tensors \( \Psi_{A_1 \ldots A_n} (\eta) \) and irreducible representations of conformal algebra on space-time of the type discussed in Chapter 2 and Lemma 1) must be exhibited.

We show that, if \( l_m = 2 + n \), the components of the tensor

(5.33) \[ \Psi_{A_1 \ldots A_n} (\eta) = \kappa^m (\xi \cdot \pi, \phi)_{A_1 \ldots A_m} (x) \]

are completely specified in terms of the divergences of the highest
order tensor \( O_{\alpha_1 \cdots \alpha_n} (x) \) \([66], (67)\]. As \( e^{ix \pi} = 1 \) for \( x=0 \), it is sufficient to evaluate the components

\[
O_{\alpha_1 \cdots \alpha_J \cdots \alpha_n} (0)
\]

where \((J=0, 1, \ldots, n)\) and \(\alpha_1 \cdots \alpha_n\) stands for 5 or 6.

This problem can be completely solved by using the two supplementary conditions (5.15c).

To obtain the components of \( O_{A_1 \cdots A_n} (0) \) we first observe that:

\[
( S_{65} 0 )_{A_i \cdots A_m} = i \sum_{i=1}^{m} ( g_{5A_i \cdot A_i} 0_{A_i \cdots A_m} - g_{6A_i \cdot A_i} 0_{A_i \cdots A_m} )
\]

and using the first supplementary condition at \( x=0 \) (we omit the index 0) we get

\[
( S_{65} 0 )_{A_1 \cdots A_n} = i \sum_{i=1}^{m} ( g_{5A_i \cdot A_i} - g_{6A_i \cdot A_i} ) 0_{A_i \cdots A_m}
\]

Eq. (5.34) becomes

\[
( S_{65} 0 )_{A_i \cdots A_m} = i \sum_{i=1}^{m} ( g_{5A_i \cdot A_i} - g_{6A_i \cdot A_i} ) 0_{A_i \cdots A_m}
\]

so

\[
( S_{65} 0 )_{\alpha_1 \cdots \alpha_k A_{k+1} \cdots A_n} = i \sum_{k+1}^{n} ( g_{5A_i \cdot A_i} - g_{6A_i \cdot A_i} ) 0_{\alpha_1 \cdots \alpha_k A_{k+1} \cdots A_m}
\]

\[
= -i \sum_{k+1}^{n} ( g_{5A_i \cdot A_i} + g_{6A_i \cdot A_i} ) 0_{\alpha_1 \cdots \alpha_k A_{k+1} \cdots A_m}
\]

In \( A_{k+1}, \ldots, A_n \) indices 5 can be changed into 6 or vice versa because of condition (5.35). We get:
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\[ (5.38) \quad (S_{65})_{\alpha_1 \cdots \alpha_k \ell \cdots \ell} = -i(n-k) O_{\alpha_1 \cdots \alpha_k \ell \cdots \ell} \]

and, defining \( L = i S_{65} \),

\[ (5.39) \quad (L O)_{\alpha_1 \cdots \alpha_k \ell \cdots \ell} = (n-k) O_{\alpha_1 \cdots \alpha_k \ell \cdots \ell} \]

So all Lorentz tensors are eigenstates of the dimension.

Remembering eq. (5.21) we have:

\[ (5.40) \quad (T_\mu^0)_{A_1 \cdots A_m} = i \sum_{i=1}^{m} \left[ \left( g_{6A_i} + \frac{q_{5A_i}}{g_{5A_i}} \right) O_{A_1 \cdots \hat{A}_i \cdots A_m} - g_{\mu A_i} \left( O_{A_1 \cdots \hat{A}_i \cdots A_m} + O_{A_1 \cdots \hat{A}_i \cdots A_{m-5}} \right) \right] \]

\[ (5.41) \quad (i T_\mu^0)_{A_2 \cdots A_m}^\mu = 2 \left( 4 O_{6A_2 \cdots A_m} + \sum_{i=2}^{m} g_{\mu A_{i}} O_{A_2 \cdots \hat{A}_i \cdots A_{m-6}} \right) = 2 \left[ (4+m-1) O_{A_2 \cdots A_{m-6}} + \sum_{i=2}^{m} \left( g_{5A_i} O_{5A_2 \cdots \hat{A}_i \cdots A_{m-1}} - g_{6A_i} O_{6A_2 \cdots \hat{A}_i \cdots A_{m}} \right) \right] \]

\[ (5.42) \quad (i T_\mu^0)_{A_1 \cdots A_{k+1} \cdots A_m}^\mu = 2 \left[ (4+m-1) O_{\alpha_1 \cdots \alpha_k A_{k+1} \cdots A_m} - \sum_{i=k+1}^{m} \left( 4g_{5A_i} + \frac{q_{6A_i}}{g_{6A_i}} \right) O_{6A_1 \cdots \hat{A}_i \cdots A_{k+1} \cdots A_{m-5}} \right] = 2(2+k) O_{A_2 \cdots \alpha_k \cdots 6 \cdots 6} \]

\((A_{k+1} \cdots A_m = 6 \cdots 6)\)
Using (5.42) and the second supplementary condition at \(x=0\) we get:

\[
\left(\frac{\partial}{\partial \eta^A} - \left[ \frac{q^B}{q^A} - \frac{q^A}{q^B} \right] X^A \right) \frac{\partial}{\partial X^A} + \left( q^B - q^A \right) \frac{\partial}{\partial X^B} + 2 \eta_A \frac{\partial}{\partial \eta^A} = 0
\]

(we recall that)

\[
\frac{1}{2} \partial \xi^\mu \alpha_\xi \xi_\xi \xi_\xi \xi_\xi \xi_\xi = (2 + k + l) \xi_\xi \xi_\xi \xi_\xi \xi_\xi \xi_\xi = 0
\]

\(2 \leq k \leq n\)

Eq. (5.43) can be easily solved by iteration and we obtain

\[
\xi_\alpha \xi_\beta \xi_\gamma \xi_\delta (x) = 2^{-k} \frac{\Gamma(l_n - 2 - n)}{\Gamma(l - 2 - n + k)} \partial_{\mu_1} ... \partial_{\mu_k} \xi_{\alpha_1} ... \xi_{\alpha_k} = 0
\]

which solves the problem and completes the proof of Lemma 2.

We observe that for correlated dimensions \(l_n = 1 + n\) formula (5.44) simplifies to

\[
\xi_\alpha \xi_\beta \xi_\gamma \xi_\delta (x) = 2^{-k} \frac{\Gamma(l - 2)}{\Gamma(l - 2 + k)} \partial_{\mu_1} ... \partial_{\mu_k} \xi_{\alpha_1} ... \xi_{\alpha_k} = 0
\]

5.4 - "Canonical dimensions"—

We note that the above procedure immeaningless for \(l_n = 2 + n\), i.e. in the case of "canonical dimensions". In this case, in fact, the second supplementary condition (5.15c) cannot be imposed unless the tensor \(\xi_\alpha \xi_\beta \xi_\gamma \xi_\delta (x)\) is conserved; but, in this case, it becomes

\[
\xi_\alpha \xi_\beta \xi_\gamma \xi_\delta (x) = 0
\]

(x) - The generalized Lorentz condition \(\xi^A \psi_{AA_2}...A_n (\eta) = 0\) can be rewritten as \(\left( L^A_B - i g^A_B \right) \psi_{AA_2}...A_n (\eta) = 0\) which is manifestly defined on the cone \(\eta^2 = 0\).
on identity: it simply tells us that the conservation law 
\[ \partial_{\alpha_{\chi_1}} \ldots \alpha_{\chi_{\chi-n-1}} = 0 \]
is a conformal invariant equation. However the components \( O_{\chi_{\chi_i}} \) of the previously one-to-one correspondence are still indetermined and the previously one-to-one correspondence is no longer possible.

In the case \( l_n = 2 + n \), but for nonconserved 4 tensors \( O_{\chi_{\chi_i}} \), the second supplementary condition is no longer valid. Moreover as a consequence of a theorem proved in ref. [7] both tensors \( O_{\chi_1 \ldots \chi_n} \), \( \theta O_{\chi_1 \ldots \chi_{n-1}} \) are annihilated by \( K_{\chi} \) at \( x = 0 \), i.e. there is a degeneracy of the eigenspace corresponding to \( K_{\chi} = 0 \). This pathology has a well defined counterpart with manifestly covariant tensors. In fact, given the non conserved tensor \( \psi_{A_1 \ldots A_n} \), one can always define:

\[
(5.46) \quad \psi_{A_1 \ldots A_n} = \psi_{A_1 \ldots A_n} - \frac{1}{2} \sum_{i=1}^{n} \eta_{A_i} \psi_{AA_1 \ldots \hat{A}_i \ldots A_n} \psi_{A_1 \ldots A_n} \eta_{A_i}
\]

which is conserved, since the tensor \( \psi_{AA_1 \ldots A_1 \ldots A_n} \) is conserved as it does not carry "canonical dimensions". This ensures that the tensor defined in (5.46) is irreducible under \( O(4,2) \) transformations (according to eq. (5.15a)(5.16c)). We still observe that the tensor \( \psi_{AA_1 \ldots A_n} \) is a genuine 6-tensor, in the sense that it satisfies both supplementary conditions, so that its components can be evaluated with the method exploited above.

The conformally covariant Maxwell equation \( [109] \) is a simple example of the method sketched above. It reads as

\[
(5.47) \quad \Box_{\kappa} A_{\kappa} = J_{\kappa} \eta \quad (\text{note that } \Box_{\kappa} = \frac{1}{4k^2} \Box + 4(i - \ell^2) \partial_{\eta^2} \text{ is defined on the cone only for } l_A = 1). \]

Using eq. (5.12) we get in space-time
\[
\Box_4 A_\nu(x) + (2i \pi \partial - \pi^2) \Box_4 A_\nu(x) = \\
= \Box_4 A_\nu(x) - \partial_\nu \nabla^\mu A_\mu(x) = \mathcal{J}_\nu(x)
\]

where we used (5.43) to derive \( A_5(x) = -\frac{1}{4} \partial^\mu A_\mu(x) \).

This is the Maxwell equation in a general gauge. In particular the Lorentz condition \( \partial^\mu A_\mu(x) = 0 \) cannot be imposed as an operator equation, as it is not conformal invariant. Finally eq. (5.47) defines \( J_5(x) \) as in

\[
(5.49) \quad \mathcal{J}_\nu(x) = -\frac{1}{4} \Box_4 \partial^\nu A_\nu(x)
\]

so \( J_\nu(x) \) is a genuine six-vector in accordance to the wave equation.

6. - CONFORMAL INvariant VACUum Expectation VALUES. -

It is important to investigate the consequences of conformal symmetry on vacuum expectation values (V.E.V.) of operator products (n-point functions).

It is in this connection that the use of the manifestly covariant formalism appears as extremely powerful. It will be convenient however to also exploit the corresponding space-time formulation.

6.1. - Two-point functions. -

Let us start with the simplest case of the two-point function.

Consider the V.E.V. of two (conformal) scalar fields of dimension \( l_A, l_B \) respectively

\[
(6.1) \quad \langle 0 \mid A(\eta) B(\eta') \mid 0 \rangle = \mathcal{F}(\eta, \eta')
\]

(Eq. (6.1) obviously follows from invariance under O(4,2) transformations). With the previously derived parametrization of the six-dimensional cone \( \eta^2 = 0 \) (where \( \eta_A = (x_\mu, k) \) the homogeneity conditions

\[ \eta^A \partial_A f(\eta, \eta') = -\mathcal{L}_A f(\eta, \eta') \]

(6.2)
\[ \eta^A \partial_A f(\eta, \eta') = -\mathcal{L}_B f(\eta, \eta') \]

are consistent only if \( l_A = l_B \) (remember that \( \eta \cdot \eta' = -\frac{1}{2} k k' (x - x')^2 \)).

We thus obtain the unique solution

\[ f(\eta, \eta') = C_{ABC} (\eta, \eta') \mathcal{L}_A \]

(6.3)
\[ = 0 \]

\( l_A = l_B \)

or on space-time

\[ f((x - x')^2) = C_{ABC} \left[ \frac{1}{(x - x')^2} \right] \mathcal{L}_A \]

(6.4)
\[ = 0 \]

\( l_A \neq l_B \)

The generalization of the selection rule (6.3) to the two-point function of two irreducible tensor fields is given by the following: "V.E.V. selection rule": The V.E.V.

\[ \langle 0 \mid \Psi_{\eta, A_1 \ldots A_n} \mid \Phi_{\eta', B_1 \ldots B_m} \rangle = \int f_{A_1 \ldots A_n B_1 \ldots B_m} (\eta, \eta') \]

(6.5)

is non-vanishing if and only if \( l_A = l_B \) and \( n = m \), where \(-l_A, -l_B\) are the degrees of homogeneity of the two tensor fields. Proof:

The scalar function

\[ f(\eta, \eta') = \eta^A \eta^B \eta^C \eta^D \eta^E \eta^F \]

(6.6)

is homogeneous of degree \(-l_A + m, -l_B + n\) in \( k \) and \( k' \) respectively, so

(6.6) is consistent only for \( l_B = l_A \)

(6.7)
\[ l_A - l_B = n - m \]
The scalar (6.6) is the contribution to the V.E.V. (6.5) of the covariant

\[ \eta_{A_1} \ldots \eta_{A_n} \eta^{I_1} \ldots \eta^{I_m} (\eta \cdot \eta') \]

which, by itself, satisfies the trace and transversality condition (5.15c) with fixed homogeneity degree for \( l_A, l_B \) related by (6.7). The whole set of allowed covariants is obtained from (6.8) by performing one of the following operations

1) Permutations of \( \eta \) and \( \eta' \).
2) Substitution of an arbitrary number of couples \( (\eta, \eta') \) with \( g_{AB} \).
3) Substitution of an equal number of \( (\eta, \eta') \) and \( (\eta', \eta) \) couples with a corresponding number of symbols \( g'_{AB} \).

This concludes the proof: in fact, we can transform into space-time, using eq. (5.12):

\[ \langle 0 \mid \Omega(x) \Omega(x') \mid 0 \rangle = k^A_k^' \left( e^{-i\pi \mathbf{x}} \right) \left( e^{-i\pi' \mathbf{x}} \right) \langle 0 \mid \psi(\eta) \bar{\Phi}(\eta') \mid 0 \rangle \]

On the other hand the transformation (6.9) on the coordinates gives in general (see Chapter 5)

\[ \left( e^{-i\pi \mathbf{x}} \right) \eta_{A_1} \ldots \eta_{A_n} = k^\eta (\mathbf{x}-\mathbf{x})_{\alpha_1} \ldots (\mathbf{x}-\mathbf{x})_{\alpha_m} \]

so that the covariants defined above, satisfying the supplementary, traceless and symmetry conditions, do not contribute to (6.9) unless \( n=m \); in fact, consider as example the leading light-cone contribution to the V.E.V. (6.5), which comes out from the covariant

\[ \eta^{I_1}_{A_1} \ldots \eta^{I_m}_{A_m} \eta^{I_1'}_{B_1} \ldots \eta^{I_m'}_{B_m} \left( \eta^2 \cdot \eta' \right) \]
Using homogeneity arguments, $O(4,2)$ covariance implies $l_A^{-1} l_B = n - m$ (and then $F'(\eta \eta ') \sim (\eta \eta ')^{-1} B^{-n}$) which turns out to be consistent with eq. (6.7) only for $m = n$ and then $l_A = l_B$.

It is interesting to derive the above theorem directly in space-time. In fact the V.E.V. (6.9) is nothing but the contribution of the identity operator to the operator product expansion

\[(6.10) \quad \bigotimes_{\alpha_i} (x) \bigotimes_{\beta_i} (\sigma) = \sum_{\alpha_i \ldots \alpha_m, \beta_i \ldots \beta_m} \mathcal{F}_{\alpha_i \ldots \alpha_m} (x) \mathcal{F}_{\beta_i \ldots \beta_m} (\sigma) \]

where the dots stand for local operators which do not contribute to the V.E.V. Commuting both sides with the generator of special conformal transformation $K_x$ we obtain the equation

\[(6.11) \quad \left( 2 x^\mu x^\nu \frac{\partial}{\partial x^\mu} x^\rho \frac{\partial}{\partial x^\rho} + 2 \ell_\alpha x_{\lambda} - 2 \epsilon^\nu_{\lambda \rho} \sum_{\lambda} (x) \mathcal{F}_{\lambda \nu} (x) \right) = 0\]

where

\[(6.12) \quad \mathcal{F}_{\alpha_i \ldots \alpha_m} (x) = C_{\lambda} x_{\lambda \mu} x_{\mu \rho} \ldots x_{\rho \tau} \left( \frac{1}{x^2} \right) + \text{less singular terms in } x^2\]

(the strength of the singularity being fixed by dilatation covariance). Order by order in $x^2$ eq. (6.11) gives a set of homogeneous relations between differently singular terms in (6.12) which turn out to be consistent only if $l_A^{-1} l_B = 0$ and $n - m = 0$. However, in the light-cone limit $x^2 \to 0$, retaining only the most singular term in (6.12), eq. (6.11) gives the less stringent condition

\[(6.13) \quad l_A - l_B = n - m\]

This is due to the fact that conformal invariance on the light-cone is less restrictive than full conformal invariance. The light-cone
limit can also be obtained in the six-dimensional formalism. Let us consider, as an example, the simple case

\[ (6.14) \langle 0 \left| \eta_A(\eta)\eta_A(\eta') \right| 0 \rangle = C_1 \eta_A(\eta,\eta') + C_2 \eta'_A(\eta',\eta) \]

In the limit \( \eta,\eta' \to 0 \) both terms on the right-hand-side satisfy the transversality condition, the first one identically, the second one to an order \( O(\eta,\eta') \) with respect to (6.14). On space-time we have

\[ (6.15) \langle 0 | Q_\mu(x) \Phi(x') | 0 \rangle = C_2 \left( \frac{1}{(x-x')^2} \right)^\mu \]

Note that this terms verifies (6.13) i.e. \( l_A l_B = 1 \).

However full conformal invariance would implicies \( c_2 = 0 \) and the vanishing of (6.15).

For completeness we write down the full conformal invariant two-point function for \( n=1,2 \): "Current correlation function"

\[ (6.16) \langle 0 | J_\mu(x) J_\nu(o) | 0 \rangle = C \left( \frac{1}{x^2} \right)^{\frac{\ell_A}{2} + 1} \langle x_\mu x_\nu - \frac{1}{2} x^2 g_{\mu\nu} \rangle \]

"Gravitational" correlation function

\[ (6.17) \langle 0 | \Theta_\mu(x) \Theta_\nu(o) | 0 \rangle = C_1 \left( \frac{1}{x^2} \right)^{\ell_\theta + 1} \left[ 4 x_\mu x_\nu x_\sigma - x^2 (x_\mu x_\sigma g_{\nu\rho} + x_\nu x_\rho g_{\mu\sigma} + x_\rho x_\mu g_{\nu\sigma} + \frac{1}{2} x^2 g_{\mu\nu} g_{\rho\sigma} ) \right] \]

Note that the Ward-identities are automatically satisfied for \( J = 3 \), \( l_\theta = 4 \).

6.2. - Three point functions.

We now consider the general case of n-point functions (scalar fields for semplicity)
\[ (6.18) \langle 0 | A_i(x_1) \cdots A_n(x_n) | 0 \rangle = F_n(\eta_1 \cdots \eta_n) \]

where \( F_n \) depends on the \( \frac{n(n-1)}{2} \) scalar products \( \eta_1 \cdots \eta_n \). Moreover, \( F_n \) verifies the \( n \)-constraints

\[ (6.19) \eta^i \partial_{A_i} \bar{F}_n(\eta_1 \cdots \eta_n) = -\mathcal{L}_{A_i} \bar{F}_n(\eta_1 \cdots \eta_n) \]

so that it only depends on \( \frac{n(n-1)}{2} - n = \frac{n(n-3)}{2} \) independent variables. As a consequence, the three point function is completely determined and it turns out to be

\[ \bar{F}_3(\eta_1 \eta_2, \eta_1 \eta_3, \eta_2 \eta_3) = C_{123}(\eta_1, \eta_2) \]

\[ (6.20) \]

\[ \frac{1}{2} \left( \mathcal{L}_{A_1} + \mathcal{L}_{A_2} - \mathcal{L}_{A_3} \right) \eta_1 \eta_2 \eta_3 \]

or, on space-time,

\[ \langle 0 | A_1(x_1) A_2(x_2) A_3(x_3) | 0 \rangle = C_{123} \left[ \frac{1}{(x_1-x_2)^2} \right] \]

\[ (6.21) \]

\[ \left[ \frac{1}{(x_1-x_3)^2} \right] \left[ \mathcal{L}_{A_1} + \mathcal{L}_{A_2} - \mathcal{L}_{A_3} \right] \left[ \frac{1}{(x_2-x_3)^2} \right] \]

\( (x) \) - Applications of the conformal invariant solution of the vertex function have been given by: A. M. Poliakof \( (138) \) in the framework of the physics of phase transitions to obtain bootstrap equations for the critical indices; and by A. A. Migdal \( (128) \) in the context of field theory.
Let us now consider the two interesting cases of the vector-scalar-
scalar and tensor-scalar-scalar vertex. Using the same techniques
sketched above one obtains

"Electromagnetic vertex"

\[
\langle 0 | \bar{J}_\mu(x) A(y) B(o) | \phi \rangle = \mathcal{C}_{A B} \left[ \frac{1}{(x-y)^2} \right]^{1/2} (l_f + l_A - l_B + 1)
\]

\[
\left[ \frac{1}{x^2} \right]^{1/2} (l_f + l_B - l_A + 1) \left[ \frac{1}{y^2} \right]^{1/2} (l_A + l_B - l_f + 1) [x^2(x-y)_{\mu} - (x-y)^2 x_{\mu}]
\]

"gravitational vertex"

\[
\langle 0 | \Theta_{\mu \nu} (x) A(y) B(o) | \phi \rangle = \mathcal{C}_{A B} \left[ \frac{1}{(x-y)^2} \right]^{1/2} (l_\phi + l_A - l_B + 2)
\]

\[
\left[ \frac{1}{x^2} \right]^{1/2} (l_\phi + l_B - l_A + 2) \left[ \frac{1}{y^2} \right]^{1/2} (l_A + l_B - l_\phi + 2).
\]

\[
\left[ x^4(x-y)_{\mu}(x-y)_{\nu} + (x-y)^4 x_\mu x_\nu - x^2(x-y)^2 ((x-y)_{\mu} x_\nu + x_\mu (x-y)_{\nu}) - \frac{1}{4} x^2 y^2(x-y)^2 \frac{g}{\gamma_{\mu \nu}} \right]
\]

the Ward identities associated to the vertices (6.22), (6.23) give
the following selection rule

\[
\langle 0 | \bar{J}_\mu(x) A(y) B(o) | \phi \rangle = \mathcal{C}_{A B}
\]

\[
\langle 0 | \Theta_{\mu \nu} (x) A(y) B(o) | \phi \rangle = \mathcal{C}_{A B}
\]

unless \( l_A = l_B \).

\( (x) - \) Consequences of exact conformal symmetry on the vector and
axial-vector vertex functions have been investigated by E. J.
Schreier \( \langle 145 \rangle \).
Eq. (6.24) is a particular case of the general selection rule valid for conserved irreducible 4-tensors \( O_{\alpha_1 \cdots \alpha_n} (x) \) (and then \( l_n = 2 + n \))

\[
\langle 0 | O_{\alpha_1 \cdots \alpha_n} (x) A (y) B (0) | 0 \rangle = 0 \quad \text{unless} \quad l_A = l_B
\]

7. - OPERATOR PRODUCTS AND CONFORMAL INVARIANCE ON THE LIGHT-CONE.


We want to discuss the behaviour under conformal transformations of the operator expansion of the product of two local operators \( A(x), B(x') \) in the light-cone limit \( (x-x')^2 \to 0 \). The possible relevance of conformal symmetry on this limit has already been discussed in the introduction. We again stress that the hypersurface \( (x-x')^2 = 0 \) is invariant under the action of the conformal group on space-time. The operator expansion previously discussed in the introduction can be regarded, from an algebraic point of view, as a decomposition of a direct product of two tensors \( A \) and \( B \) into irreducible tensor representations \([64], (65)\] . The classifications and the properties \([67]\) of these representations have been discussed in chapter 5. In particular, the contribution of the identical representation to the operator

---

(x) - The selection rule (6.25) in the particular case \( n=1 \), has been derived independently by A.A. Migdal.
product has been examined in chapter 6.

The light-cone limit, \((x-x')^2 \to 0\), of the product \(A(x)B(x')\) corresponds to the (conformally) covariant limit

\[
A(\eta)B(\eta') \quad \text{for} \quad \eta \cdot \eta' \to 0 \quad (\eta \cdot \eta' = -\frac{1}{2} k \cdot k'(x-x')^2)
\]

We assume \(A(x), B(x')\) to be conformal scalars, i.e. of definite dimensions \(1_A, 1_B\) and satisfying

\[
[ A(\phi), k_\chi ] = [ B(\phi), k_\chi ] = 0
\]

The most general decomposition into irreducible tensor operators is of the form

\[
A(\eta)B(\eta') = \sum_{m=0}^{\infty} E_m(\eta \cdot \eta') D^{(m)}A_{\ldots}A_m(\eta \cdot \eta') \eta \cdot \eta' \to 0
\]

where

\[
E_m(\eta \cdot \eta') = C_m(\eta \cdot \eta')^{-\frac{1}{2}}(\ell_A + \ell_B - \ell_{\eta \cdot \eta'})
\]

with \(C_m\) constant and \(-1_m\) being the homogeneity degree of \(\psi_{A_1 \ldots A_n}(\eta')\).

The general structure of \(D^{(n)}A_1 \ldots A_n(\eta, \eta')\) is

\[
D^{(n)}A_1 \ldots A_n(\eta, \eta') = \sum_{m=0}^{\infty} \eta_1 A_1 \ldots \eta_m A_m \ldots \eta_1 A_n D^{(n,m)}(\eta, \eta') C_{nm}
\]

where \(C_{nm}\) are constants and \(D^{(n,m)}(\eta, \eta')\) is a differential operator defined on the cones \(\eta^2 = \eta'^2 = 0\), finite for \(\eta \cdot \eta' = 0\). These conditions are equivalent to the requirement that \(D^{(n,m)}(\eta, \eta')\) be homogeneous in \(k/k'\). (in the parametrization introduced in chapter 5). Covariance of the expansion under the group of dilatations \(\eta_A \to \lambda \eta_A\)
on the six-dimensional cones \( \eta^2 = \eta'^2 = 0 \) implies (7.2) and fixes the homogeneity degree of \( D^{(n,m)}(\eta, \eta') \) to be \( h = -\frac{1}{2}(1_A - 1_B + 1_n + n) \). It is shown in the next section that \( D^{(n,m)}(\eta, \eta') \) is uniquely determined, and for \( \eta \cdot \eta' = 0 \) it reduces to (66)

\[
(7.4) \quad D^{(n,m)}(\eta, \eta') = (\eta \cdot \partial')^h = \left( \eta \cdot \frac{\partial}{\partial \eta'} \right)^h
\]

where by \( (\eta \cdot \partial')^h \) we mean the application of \( \eta \cdot \partial' \) \( h \) times, when \( h \) is integer, and its analytical continuation for non-integer \( h \) (as specified later). By simple algebraic steps one can recognize that the \( n+1 \) tensor covariants in eq. (7.3) are all proportional and therefore one can consistently take

\[
(7.5) \quad D^{(n)}(\eta \cdot \eta') = \eta^A \eta^A \eta^A \left( \eta \cdot \partial' \right)^{-\frac{1}{2}(1_A - 1_B + 1_n + n)}
\]

to define the application of \( (\eta \cdot \partial')^{-1/2(1_A - 1_B + 1_n + n)} \) on \( \psi_{A_1 \ldots A_n}(\eta') \) we write

\[
(7.6) \quad \eta \cdot \partial' = \frac{\kappa}{\kappa'} \left( \kappa' \frac{\partial}{\partial x'} + (x-x') \cdot \partial' \right) \quad \text{at} \quad (x-x')^2 = 0
\]

One has the following property, valid for \( \beta \) integer

\[
(7.7) \quad \frac{\Gamma'(\ell_{n+\beta}) \Gamma(\ell_n)}{\Gamma(\ell_n) \Gamma(\ell_{n+\beta})} \left( \frac{-\kappa}{\kappa'} \right)^\beta \frac{\Gamma(\ell_{n+\beta})}{\Gamma(\ell_{n+\beta})} \sum_{\alpha'_{1} \leq \alpha_{1} \leq \beta} \left( \frac{-\kappa}{\kappa'} \right)^\beta \frac{\Gamma(\ell_{n+\beta})}{\Gamma(\ell_{n+\beta})} \left( \frac{-\kappa}{\kappa'} \right)^\beta \frac{\Gamma(\ell_n)}{\Gamma(\ell_n)} (x-x')^{\alpha_{1} \ldots (x-x')^{\alpha'}} (\eta \cdot \partial') = \frac{\partial}{\partial x'_{\alpha_{1}}}
\]

where \( {}^1 F_1 \) is the confluent hypergeometric function \( \left[ 31 \right] \) and \( \left[ (x-x') \partial'_{\alpha_{1}} \ldots (x-x') \partial'_{\alpha_{j}} \right] \) stands for \( (x-x')^{\alpha_{1} \ldots (x-x')^{\alpha_{j}}} \). Eq. (7.7) defines \( (\eta \cdot \partial')^\beta \) also for \( \beta \) non-integer. Making use
of eqs. (7.5) and (7.7), eq. (7.1) can be rewritten as

$$A(x)F(x) = \sum_{m=0}^{\infty} \left( \frac{1}{(x-x')^2} \right)^{\frac{1}{2}} \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial x'} \right) \left( \frac{1}{(x-x')^2} \right)^{\frac{1}{2}} \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial x'} \right) \nabla_{A_1 \cdots A_m} \nabla_{m_1 \cdots m_n} \right).$$

(7.8)

\[ \mathcal{F} \left( \frac{1}{2} (\partial_a - \partial_3 + \partial_4 + m) ; \partial_n, (x-x')^2 \right) \nabla_{A_1 \cdots A_m} (x') \]

where

$$\tilde{\Psi}_{A_1 \cdots A_m} (x) = \left( \begin{array}{c} l_n \\ \eta_i \\ \end{array} \right), \quad X^A = \left( x^{\mu}, \frac{1+x^2}{2}, \frac{1-x^2}{2} \right)$$

(7.9)

We note that in the limit $(x-x')^2 \to 0$ one can consistently put

$$\tilde{\Psi}_{A_1 \cdots A_m} (0) = 0$$

(7.10)

where the crosses $xxx \ldots$ stand for indices 5 or 6. In fact such components of $\tilde{\Psi}$ correspond to less dominant contributions, of order $(x-x')^2 n^{-J}$ with respect to the leading singularity of the particular tensor representation $(0^J)$.

Making use of the fundamental integral representation

$$\mathcal{F}(a; c; 2) = \frac{\Gamma(c)}{\Gamma(a) \Gamma(c-a)} \int_0^1 du \, u^{a-1} (1-u)^{c-a-1} e^{-u z}$$

(7.11)

of the identity

$$e^{-i x \cdot \pi} \partial_\mu e^{i x \cdot \pi} = \partial_\mu + i \pi \eta$$

(7.12)

and of the definition

$$\tilde{\Psi}_{A_1 \cdots A_m} (x') = (e^{i x \cdot \pi} 0)_{A_1 \cdots A_m} (x')$$

(7.13)

one has
\[
A(x) B(x') = \sum_{n=0}^{\infty} \left[ \frac{1}{(x-x_n)^2} \right] c_n^{AB} X_{-}^{A_1} X_{-}^{A_2} \cdots X_{-}^{A_m} e^{i x^\prime \cdot n}.
\]

(7.14)

\[
\int \frac{1}{2} (l_{A_1} + l_{A_2} + \cdots + l_{A_m}) \cdot l_{m+n} \cdot (x-x_n) \cdot \frac{1}{(n \cdot n)} \cdot O (x')
\]

Taking \( x^\prime = 0 \) and inserting eq. (7.11) one finds

\[
x^{A_1} \cdots x^{A_m} \int \frac{1}{2} \left( x^2 \right) \cdot \frac{1}{2} \left( x^2 \right) \cdot \frac{1}{2} \left( x^2 \right) \cdot \frac{1}{2} \left( x^2 \right) \cdot O (u x)
\]

(7.15)

\[
= x^{A_1} \cdots x^{A_m} \frac{\Gamma (c)}{\Gamma (c) \Gamma (c-1)} \int_{u=0}^{\infty} \frac{u^{c-1}}{(1-u)^{c-1}} e^{i u x \cdot n} O (u x)
\]

From the property (6.10) we are able to write

\[
A_1 \cdots A_m (u x) = x^{A_1} \cdots x^{A_m} \frac{1}{2} (u_{A_1} + u_{A_2} + \cdots + u_{A_m}) \cdot O (u x)
\]

(7.16)

and we finally obtain the light-cone expansion formula \([64, 65]\)

\[
A(x) B(x_n) = \sum_{n=0}^{\infty} c_n^{AB} \left( \frac{1}{x^2} \right) \frac{1}{2} (l_{A_1} + l_{A_2} + \cdots + l_{A_m}) \cdot x^{A_1} \cdots x^{A_m}.
\]

(7.16)

\[
\int \frac{1}{2} (l_{A_1} + l_{A_2} + \cdots + l_{A_m}) \cdot l_{m+n} \cdot (x-x_n) \cdot \frac{1}{(n \cdot n)} \cdot O (x')
\]

where \( c_n^{AB} \) are unknown constants.

It is interesting to observe that the result (7.16) could be obtained by application of the Jacobi identities of conformal algebra on the expansion

\[
A(x) B(x_0) = \sum_{n=0}^{\infty} \left( \frac{1}{x^2} \right) \frac{1}{2} (l_{A_1} + l_{A_2} + \cdots + l_{A_m}) \cdot x^{A_1} \cdots x^{A_m}.
\]

(7.17)
where the families of hermitean operators

\[
O^{m}(0) = \prod_{\alpha_{1}, \ldots, \alpha_{m}} \left[ \prod_{\alpha_{m+1}, \ldots, \alpha_{n}} \mathcal{P}_{\beta} \mathcal{P}_{\gamma} \right] (1) \quad \text{together contribute a complete set for expansion on the light-cone.}
\]

Each family (i.e., fixed \( n \)) transforms irreducibly under the conformal algebra in space-time \( \mathcal{T} \). \( O^{(n)}_{\alpha_{1}, \ldots, \alpha_{n}}(0) \) is the lowest dimension operator, in the representation, for which \( K_{\lambda} = 0 \). Note than \( P_{\lambda} \) and \( K_{\lambda} \) are dimension-rising and lowering operators respectively within each irreducible representation. Commuting both sides of eq. (7.17) with the generators of special conformal transformation \( K_{\lambda} \) one gets:

\[
- \sum_{\alpha_{1}, \ldots, \alpha_{m}} \mathcal{C}_{\alpha_{1}, \ldots, \alpha_{m}}^{n,m} \sum_{i=1}^{\infty} \left( \frac{1}{x_{i}} \right) \left( l_{A} + l_{B} + m - \ell_{i} \right)
\]

\[
\sum_{m=n}^{\infty} \mathcal{C}_{\alpha_{1}, \ldots, \alpha_{m}}^{n,m} \left[ 2 \left( l_{A} + m - \ell_{i} \right) x_{i} \right]_{i=1}^{\infty} \sum_{m=n}^{\infty} \mathcal{C}_{\alpha_{1}, \ldots, \alpha_{m}}^{n,m} \left[ O_{\alpha_{1}, \ldots, \alpha_{m}}^{m}(0), K_{\lambda} \right] (1')
\]

where:

\[
\left[ O_{\alpha_{1}, \ldots, \alpha_{m}}^{m}(0), K_{\lambda} \right] = -(m-n)(2m+mn-m-1) \sum_{i=1}^{q_{m}} \mathcal{O}_{\alpha_{1}, \ldots, \alpha_{m}}^{m-1}(0)
\]

\[
-(m-n)(m-n-1) \sum_{i=1}^{q_{m}} \mathcal{O}_{\alpha_{1}, \ldots, \alpha_{m}}^{m-1}(0)
\]

\[
O_{\alpha_{1}, \ldots, \alpha_{m}}^{m}(0)
\]
\[ (7.19) \quad + 2(m-n)n \sum_{\{\alpha_i^j \}} \left( \begin{array}{c} \frac{\alpha_{i}^{j}}{m_{i}} \\ \mu_{i+n-1} \end{array} \right) \left( \begin{array}{c} \frac{\alpha_{i}^{j}}{m_{i}} \\ \mu_{i+n-1} \end{array} \right) - g_{\alpha \alpha'} \left( \begin{array}{c} \frac{\alpha_{i}^{j}}{m_{i}} \\ \mu_{i+n-1} \end{array} \right) \left( \begin{array}{c} \frac{\alpha_{i}^{j}}{m_{i}} \\ \mu_{i+n-1} \end{array} \right) \]

From the structure of the commutator given by eq. (7.18) it is manifest that the leading terms on the light-cone, which are proportional to \( x^\lambda \), arise from those terms in the commutator (7.19) which are proportional to \( g_{\lambda \alpha'} \). Their symmetrization with respect to the \( i \) indices gives

\[ (7.20) \quad -2(m-n)(L_{n+m-1}) \sum_{\{\alpha_i^j \}} \left( \begin{array}{c} \frac{\alpha_{i}^{j}}{m_{i}} \\ \mu_{i+n-1} \end{array} \right) \left( \begin{array}{c} \frac{\alpha_{i}^{j}}{m_{i}} \\ \mu_{i+n-1} \end{array} \right) \]

Inserting eq. (7.20) in the commutator (7.18) we obtain

\[ -i [A(x)B(o), K_\lambda] = \sum_{n=0}^{\infty} \left( \frac{1}{\lambda^2} \right)^{\frac{1}{2}} (l_{4} + l_{5} + m - l_{n}) \sum_{m=n}^{\infty} C_{nm} A_{nm}. \]

\[ 2 \left( \frac{l_{4} + l_{5} + m - l_{n}}{2} \right) x_{\alpha_{1}} x_{\alpha_{m}} O_{\alpha_{1} \ldots \alpha_{m}}(o) = \]

\[ (7.21) \quad \sum_{m=0}^{\infty} \left( \frac{1}{\lambda^2} \right)^{\frac{1}{2}} (l_{4} + l_{5} + m - l_{n}) \sum_{m=1}^{\infty} C_{nm} b(n,m) x_{\alpha_{1}} x_{\alpha_{m}} O_{\alpha_{1} \ldots \alpha_{m-1}}(o). \]

where \( b(n,m) = (m-n)(1+n) \)

Eq. (7.21), by comparing equal power in \( x \), gives rise to the recurrence relation

\[ (7.22) \quad C_{m,m+k-1}^{AB} \left[ \frac{1}{2} (l_{A} - l_{B} + l_{n+m} + k - 1) \right] = C_{m,n+k}^{AB} k (l_{n+m+k}) \]

giving the solution
\[ (7.23) \quad C_{m,n+k}^{AB} = \frac{\Gamma\left(\frac{1}{2}(l_a-l_b+l_{n+m}+k)\right) \Gamma(l_{n+m})}{k! \Gamma\left(\frac{1}{2}(l_a-l_b+l_{n+m})\right) \Gamma(l_{n+m+k})} \quad C_{m,n}^{AB} \]  

Eq. (7.23) brings about, by Taylor expansion, the confluent hypergeometric function

\[ (7.24) \quad F\left(\frac{1}{2}(l_a-l_b+l_{n+m});l_{n+m};x,\theta\right) = \sum_{k=0}^{\infty} \frac{C_{m,n+k}^{AB}}{C_{m,n}^{AB}}(x,\theta)^k \]

7.2. - Properties of the light-cone expansion.

The light-cone expansion (7.16) is covariant under the whole conformal algebra of space-time. It is manifestly covariant under homogeneous Lorentz transformations and dilations. Covariance under special conformal transformations has been checked above. It is particularly interesting to exploit how the property of translation covariance is verified.

Assume \( A(x), B(x), O_{\alpha_1\ldots\alpha_n}^{(n)}(x) \) to be hermitean (the hermiticity of the basis tensors guarantees the correct causality support for the commutator of \( \overline{A}(x), B(0) \)). Then, translating eq. (7.16) by \(-x\), changing \( x \) into \(-x\) and taking the hermetian conjugate we obtain

\[ (7.25) \quad B(x)A(0) = \sum_{n=0}^{\infty} \left(\frac{1}{x^2}\right)^{\frac{1}{2}(l_a+l_b+l_{n+m})} C^{AB}_{m,n} \quad x^{\alpha_1\ldots\alpha_n} \]

\[ F\left(\frac{1}{2}(l_a-l_b+l_{n+m});l_{n+m};-x,\theta\right) O_{\alpha_1\ldots\alpha_n}^{(n)}(x) \]

However, using the Kummer transformation \( [5] \)

\[ (7.26) \quad F\left(a; c; z\right) = \int F\left(c-a; j; z\right) e^z \]

we have
\[ F\left( \frac{1}{2} (l_A + l_B + l_n + m) ; l_n + m, x \cdot \vartheta \right) O_{\alpha_1 \ldots \alpha_n}^{\infty} (x) = \]
\[ = \ F\left( \frac{1}{2} (l_A - l_B + l_n + m) ; l_n + m, x \cdot \vartheta \right) O_{\alpha_1 \ldots \alpha_n}^{\infty} \]

(7.27)

Thus one recovers the expansion (7.16) with the interchange \( A \leftrightarrow B \), provided \( C_n^{AB} = (-1)^n C_n^{BA} \) (hermiticity property). We note that for \( A = B \) it follows that \( C_n^{AA} = 0 \) for \( n \) odd, which is nothing but the well known property that \( \langle p | \bar{A}(x), A(0) | p \rangle \) is an even function in \( x \).

In this case eq. (7.16) simplifies to

\[
A(x)A(\vartheta) = \sum_{m=\infty}^{c} c_m \left( \frac{1}{x^2} \right)^{\frac{1}{2} (2l_A + m - l_n)} \int_{L_{x \cdot \vartheta}} (x \cdot \vartheta)^{\frac{1}{2} (1 - l_n + m)} \right]
\]

(7.28)

where \( I_\nu (z) \) is a modified Bessel function \((x)\).

As a final point we remark that, when \( 1/2 (l_A - l_B + n + 1) = -h \) (\( h \) non-negative integer) the contribution of the corresponding representation to the expansion is \( \mathcal{L}(7) \)

(7.29)

\[
\left( \frac{1}{x^2} \right)^{\frac{1}{2} (l_A + l_B + n - l_n)} \int_{L_{x \cdot \vartheta}} (x \cdot \vartheta)^{\frac{1}{2} (l_n + m - 1)} \right]
\]

where \( L_{x \cdot \vartheta}^{(l_n + m - 1)} (x \cdot \vartheta) \) is a Laguerre polynomial of order \( h \), so that only a finite number of terms in the representation contributes to the expansion.

\[
(x) - \frac{1}{\Gamma(1/2)} \left( \frac{2}{a} \right)^{1/2} e^{-2a} \int_{a-1/2}^{a+1/2} \left( \frac{2 \vartheta}{z} \right) \mathcal{L}(4) \right]
\]
7.3. Causality on the light-cone.

A remarkable property of the conformal covariant expansion given by eq. (7.16) is its deep connection to the causality requirement. This requirement amounts to the vanishing of the commutator \[ [A(x)B(0), C(y)] \] (for only local operator \( C(y) \)) for \( y^2 < 0 \) and \( (x-y)^2 < 0 \); in particular, for \( x^2 = 0 \) the commutator vanishes for \( y^2 < 2xy \).

Writing the conformal covariant expansion in the integral form

\[
A(x)B(0) = \sum_n c_n^{AB} \left( \frac{1}{x^2} \right)^{l_2(l_A+l_B+n-l_m)} x^{\frac{\ell_A}{2}} x^{\frac{\ell_B}{2}} \int_0^1 du \left( \frac{1-u}{u} \right)^{l_2(l_A-l_B+l_{n+m})-1} \frac{\mathcal{O}(ux)}{(1-u)^{l_2(l_B-l_A+l_{n+m})-1} (1-u)}
\]

(7.30)

each irreducible component satisfies the causality property provided

\[
\left[ \mathcal{O}_n^{u,x}(ux), C(y) \right] = 0 \quad \text{if} \quad (ux-y)^2 = y^2 - 2ux \cdot y < 0
\]

(7.31)

But \( y^2 < 2uxy \) holds for \( 0 \leq u \leq 1 \) if both \( y^2 < 0 \) and \( y^2 < 2x \cdot y \)

and vice versa. These considerations imply that causality does not impose any constraint on the sum appearing in (7.27) as it is independently satisfied by each contributing irreducible representation.

In eq. (7.27) the functions

\[
f_n^{AB}(u) = \int \left( \frac{1-u}{u} \right)^{l_2(l_A-l_B+l_{n+m})-1} \frac{\mathcal{O}(ux)}{(1-u)^{l_2(l_B-l_A+l_{n+m})-1} (1-u)}
\]

(7.32)

are nothing but the Clebsh-Gordan coefficients for the decomposition of the product of two irreducible representations into irreducible components on a continuous basis, whereas the coefficients \( C_{n,n+k}^{AB} \) (see eq. (7.23)) refer to a discrete basis. The relation between the two sets turns out to be
\[
(7.33) \int_0^1 \kappa \phi_m^{AB} \frac{A^B}{C_n^{m+n}} = \frac{\Gamma \left( \frac{l_0 + l_0^+ + l_{n+m}}{2} \right) \Gamma \left( \frac{l_0^+ + l_{n+m}}{2} \right)}{\kappa \Gamma (l_{n+m})} \frac{A^B}{C_{n,n+m}}
\]

It is particularly interesting to deduce the analogue of eq. (7.22) on the continuous basis. In this case, instead of the expansion (7.17) we have

\[
(7.34) A(\alpha) B(\omega) = \sum_{n=0}^{\infty} \left( \frac{1}{\chi^2} \right)^{l/2} (l_0 + l_0^+ + l_{n+m}) \frac{1}{\kappa} \int_0^1 \phi_m^{AB} O_{\alpha_1 \ldots \alpha_m} (ux)
\]

with the same procedure in the discrete basis commuting with \(K \lambda\), we have

\[
(\text{after insertion of the r.h.s. of eq. (7.34)})
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{1}{\chi^2} \right)^{1/2} (l_0 + l_0^+ + l_{n+m}) \frac{1}{\kappa} \int_0^1 \phi_m^{AB} O_{\alpha_1 \ldots \alpha_m} (ux)
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{1}{\chi^2} \right)^{1/2} (l_0 + l_0^+ + l_{n+m}) \frac{1}{\kappa} \int_0^1 \phi_m^{AB} O_{\alpha_1 \ldots \alpha_m} (ux)
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{1}{\chi^2} \right)^{1/2} (l_0 + l_0^+ + l_{n+m}) \frac{1}{\kappa} \int_0^1 \phi_m^{AB} O_{\alpha_1 \ldots \alpha_m} (ux)
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{1}{\chi^2} \right)^{1/2} (l_0 + l_0^+ + l_{n+m}) \frac{1}{\kappa} \int_0^1 \phi_m^{AB} O_{\alpha_1 \ldots \alpha_m} (ux)
\]
\[ (7.35) \quad + 2(l_n+m) x_2) O(ux) - 2 x^2 \sum_{i=1}^{m} q^{\alpha_i} x_1 \ldots x_m \int_0^1 u \frac{f_m(u)}{m} O(ux) \]

where we have used the property

\[ -2 i x^1 \ldots x^m x^\nu (\sum_{\alpha} O)_{\alpha_1 \ldots \alpha_m} (ux) = 2 m x_1 \ldots x^m \]

\[ (7.36) \quad O(ux) - 2 x^2 \sum_{i=1}^{m} q^{\alpha_i} x_1 \ldots x^{\alpha_i} x^m O_{\alpha_1 \ldots \alpha_m} \]

Comparing the most dominant terms for \( x^2 \to 0 \) in eq. (7.35) we obtain

\[ (l_n - l_n + l_{m+n}) \int_0^1 u \frac{f_m^A(u)}{m} O(ux) + 2 \int_0^1 u \frac{f_m^A(u)(x, \vartheta)}{m} O(ux) \]

\[ (7.37) \quad = 2(l_{m+n}) \int_0^1 u \frac{f_m^A(u)}{m} O(ux) + 2 \int_0^1 u \frac{f_m^A(u)(x, \vartheta)}{m} O(ux) \]

and \( x \vartheta = u \frac{d}{du} \). Integration by parts yields to

\[ (l_n - l_n + l_{m+n}) \int_0^1 u \frac{f_m^A(u)}{m} O(ux) - \frac{1}{2} \int_0^1 \frac{d}{du} \left( u f_m(u) \right) \]

\[ (7.38) \quad O(ux) = 2(l_{m+n}) \int_0^1 u \frac{f_m^A(u)}{m} O(ux) - \frac{1}{2} \int_0^1 \frac{d}{du} \left( u^2 f_m(u) \right) O(ux) \]

and comparing the integrands of both sides we finally obtain the differential equation

\[ (7.39) \quad u(1-u) \frac{d}{du} \frac{f_m^A(u)}{m} = \left[ \frac{1}{2} \left( l_n - l_n + l_{m+n} \right) - 1 + u \left( 2 - l_{m+n} \right) \right] \frac{f_m^A(u)}{m} \]

which is exactly the analogous of eq. (7.22) on the continuous basis.
Its general solution is given exactly by eq. (7.32) apart from a multiplicative constant. We also remark that the causality condition turns out to be a support property of the Clebsch-Gordon coefficients $f^A_n(u)$.

Eq. (7.33) gives in fact the coefficients $C^{AB}_{nm}$ as momenta, integrated over a compact support, of the functions $f^A_n(u)$. In the continuous basis it also turns out to be straightforward to obtain the most singular contribution on the light-cone to the product of two arbitrary tensor operators, irreducible under the conformal algebra. One obtains, exactly as before

$$\int_\mathcal{A} (x) \int_\mathcal{B} (0) = \sum_{n=0}^{\infty} \left( \frac{1}{x^2} \right)^{\frac{1}{2}} (l_4 + l_5 - l_n + m_4 + m_5 + n) C^{AB}_{nm}.$$

(7.40)

$$\chi \chi \chi \ldots \chi x^{\mu_1} x^{\mu_2} \ldots x^{\mu_m} F \left( \frac{1}{2} (l_4 - l_5 + l_n - n_4 - n_5), l_n + m_i, x, \partial \right) O^{\mu_1} \ldots O^{\mu_m}_{\mu_1 \ldots \mu_m}$$

7.4. - Connection with three-point functions.

Finally we want to point out the relation between the conformally covariant light-cone expansion previously derived and the results on three-point functions described in chapter 6 [128], (65).

Using the conformally invariant solution for the three-point function as given by eq. (7.21) we obtain, in the light-cone limit $x^2 \to 0$

$$\langle 0 | C(y) A(x) B(0) | 0 \rangle = \delta^{ABC} \left( \frac{1}{x^2} \right)^{\frac{1}{2}} (l_4 + l_5 - l_6)$$

(7.41)

$$\left( \frac{1}{y^2} \right)^{\frac{1}{2}} (l_6 + l_5 - l_4) \left( \frac{1}{y^2 - 2x_\gamma} \right)^{\frac{1}{2}} (l_4 + l_6 - l_5)$$
On the other hand we can express the product $A(x)B(0)$, for $x^2 \to 0$, using equation (7.30), and obtain for the left-hand side of eq. (7.41)

$$\text{L.H.S.} = \left(\frac{1}{x^2}\right)^{\frac{1}{2} \left(\ell_c + \ell_B - \ell_A\right)} \int_0^1 du \frac{u^{\frac{1}{2} \left(\ell_c - \ell_B + \ell_A\right)} - 1}{(1-u)^{\frac{1}{2} \left(\ell_B - \ell_A + \ell_c\right) - 1}} \langle 0 | C(y) C(ux) | 10 \rangle$$

where we have used the selection-rules on two-point-functions derived in chapter 6 and (eq. (6.4))

$$\langle 0 | C(y) C(ux) | 10 \rangle \propto \left[ \frac{1}{(y-x)^2} \right]^{\frac{\ell_c}{2}} \left[ \frac{1}{(y^2 - 2ux \cdot y)} \right]^{\ell_c}$$

Inserting eq. (6.43) in eq. (6.42), we note that the integral appearing in (6.42) is just the Riemann-Liouville integral representation of the quantity \((8), (128)\)

$$\left(\frac{1}{y^2}\right)^{\frac{1}{2} \left(\ell_c + \ell_B - \ell_A\right)} \left(\frac{1}{y^2 - 2ux \cdot y}\right)^{\frac{1}{2} \left(\ell_c + \ell_B - \ell_A\right)}$$

We also remark that one can calculate the contribution of a given tensor representation of the conformal algebra, contained in the product $A(x)B(0)$, to the off-mass-shell vertex function. One has:

$$\langle 0 | A(x)B(0) | \ell \rangle \propto \left(\frac{1}{x^2}\right)^{\frac{1}{2} \left(\ell_c + \ell_B - \ell_A\right)}$$

In eq. (6.45) $|\ell \rangle$ is a scalar state (or spin averaged) and the subscript $n$ applies to the given representation.
8. - CONSEQUENCES OF EXACT CONFORMAL SYMMETRY ON OPERATOR PRODUCT EXPANSIONS.

8.1. - OPERATOR EXPANSIONS ON SPACE-TIME.

In this chapter we study the consequences of the application of strict conformal symmetry on operator products \( \mathcal{L}_{66} \). Note that this requirement is more stringent than conformal invariance on the light-cone. In fact, as one can easily verify, the application of the generators of the special conformal transformations, \( K_{\lambda} \), gives rise to a set of equations which relate leading terms to the non-leading ones on the light-cone.

This implies, in particular, that exact conformal symmetry gives the complete structure of the contribution of each irreducible representation to the operator product expansion, at each order of \( x^2 \), adding, in a well-definite way, a whole (infinite) set of less dominant lowers of \( x^2 \) to the dominant singularity on the light-cone.

Moreover we would like to stress that full conformal invariance on operator expansions, even if it is a very stringent assumption, could be useful in the investigation of the properties of the so-called skeleton theories. Motivated by the previous discussion we now consider the manifestly covariant expansion (7.1) of the previous section, but not limiting to \( \eta \eta' \to 0 \). We immediately see that the expansion has the general structure given by eq. (7.3) of the previous section, provided we modify the definition of the "orbital" operator which appears on Eq. (7.4). In fact we observe that the operator

\[
(8.1) \quad \eta \cdot \mathcal{D} = \frac{\xi}{\kappa} \left[ (x-x') \cdot \mathcal{D} + \kappa \frac{\partial}{\partial \kappa} \right] + 2(\eta \cdot \eta') \frac{\partial}{\partial \eta^2}
\]

is not defined on the cone \( \eta^2 = 0 \) for \( \eta \cdot \eta' \neq 0 \).
However, as

\[(8.2) \quad \Box_{\hat{\theta}}^{l_{12}} = \frac{1}{\kappa^{l_{12}}} \Box_{4}^{l_{12}} + 4 \left(1 + \kappa^{l_{12}} \frac{\partial}{\partial \kappa^{l_{12}}} \right) \frac{\partial}{\partial \eta^{l_{12}}} \]

we have that the new operator

\[(8.3) \quad \mathcal{D}(\eta, \eta') = \eta \cdot \eta' \Box_{\hat{\theta}}^{l_{12}} - 2 \eta \partial'(1 + \eta' \partial') \]

is a differential operator, defined on the cone $\eta^{l_{12}} = 0$ for $\eta \cdot \eta' \neq 0$ and which essentially reduces to $\eta \cdot \partial'$ for $\eta \cdot \eta' = 0$. It is also evident that, apart a multiplicative constant, this is the unique operator defined on $\eta^{l_{12}} = 0$ and of homogeneity degree $\kappa / \kappa'$. Note that it can also be written in a form which is manifestly defined on the cone $\eta^{l_{12}} = 0$

\[(8.4) \quad \mathcal{D}(\eta, \eta') = (\eta \cdot \eta')^{-1} \eta \cdot \eta' \mathcal{D} \mathcal{L}_{AB} \mathcal{L}^{CD} \]

where we recall that $\mathcal{L}_{AB}^{i} = i(\eta'_{A} \partial'_{B} - \eta'_{B} \partial'_{A})$.

Then we have, instead of eq. (7.4)

\[(7.5) \quad \mathcal{D}(\eta, \eta') = \mathcal{D}(\eta, \eta') \]

where $\mathcal{D}$ is the same as defined in the previous section. We now mention two preliminary Lemmas

1) The $n+1$ covariants defined in eq. (7.3) are all proportional:

In fact from the supplementary condition

\[\eta^{n} \psi_{A_{1}A_{2}...A_{m}}(\eta) = 0 \quad \partial^{n} \psi_{A_{1}A_{2}...A_{m}}(\eta) = 0 \]

one deduces that
(8.6) \[ \eta^A \mathcal{D}^0_{A_i \ldots A_m} (\eta, \eta') \psi^{(\eta')}_{A_i \ldots A_m} = \psi^{A_1 \ldots A_m \ldots A_n}_{A_i} \eta^{b_1} (2 - \eta + 2n) \mathcal{D}^0_{(\eta, \eta')} \psi^{(\eta')}_{A_i \ldots A_m} \]

In fact we have for, \( m=1 \)

\[ \eta^A \mathcal{D}^0_{A_i \ldots A_m} (\eta, \eta') = \left\{ \mathcal{D}^0_{(\eta, \eta')} \eta^A + 2 (\eta \cdot \eta') \eta^A - 2 (\eta, \eta') \eta^A \right\} \]

\[ + \frac{\eta^A}{1 + k \cdot \psi^0} \right\} \psi^{A_i \ldots A_m} (\eta') = 2 \eta^A (1 - \eta_m) \psi^{A_i \ldots A_m} (\eta') \]

The proof can be extended to \( m=2 \). Moreover, assuming its validity for arbitrary \( m \), with simple but tedious algebra, it can be proven for \( m+1 \).

II) One has:

\[ \mathcal{D}^0_{(\eta, \eta')} = (L-1) \sum_{J=0}^{L/2} \binom{L}{J} \frac{\eta^{(J)}}{(L-J)(L-J)} \frac{(\mathcal{D}^0_{(\eta, \eta')})_{(J)}}{(L-1)^{J}} \]

where

\[ L = -k \cdot \frac{2}{k}, \quad \text{and} \quad (L-1) \right\} = (L-1) \cdot (L-1+1) \cdot \ldots \cdot (L-1+J-1) = \frac{\Gamma(L-1+J)}{\Gamma(L-1)} \]

Proof:

For \( h=1,2 \) one has

\[ \mathcal{D}^0_{(\eta, \eta')} = (L-1) \left[ \frac{\eta^0 \mathcal{D}^0_{(\eta, \eta')}}{1-L} - 2 (\eta \cdot \eta') \right] = \]

\[ = (L-1) \left[ \frac{\eta^0 \mathcal{D}^0_{(\eta, \eta')}}{1-L} - 2 (\eta \cdot \eta') \right] \]
\[
D^2(\eta, \eta') = (1-L)^2 \left[ \frac{\eta \cdot \eta' \Box''_6}{1-L} - 2\eta \cdot \partial' \right] \left[ \frac{\eta \cdot \eta' \Box'_6}{1-L} - 2\eta \cdot \partial' \right] = \\
= (1-L) \left[ (1-L) \frac{2(\eta \cdot \eta')(\eta \cdot \partial') \Box''_6 + 4(\eta \cdot \partial')^2 \Box'_6}{1-L} \right]
\]

which again coincides with (8.8) for \(h=2\). We have used the relations

\[
(1-L)^n = (1-L_n)(1-L_{n-1}) \ldots (1-L_{n-m+1})
\]

\[
(\eta \cdot \partial')(\eta \cdot \eta') = (\eta \cdot \eta') (\eta \cdot \partial')
\]

\[
\Box'_6 (\eta \cdot \eta') \Box''_6 = 2(\eta \cdot \partial') \Box''_6 + (\eta \cdot \eta') \Box''_6
\]

From the Newton binomial formula for the \(n\)-th power it is possible, by a rather lengthy but trivial calculation, to show that eq. (8.8) is also valid for the power \(n+1\).

In terms of the variables \((x, \eta, \xi)\), and using the property given by eq. (7.7), it turns out that

\[
D^h(\eta, \eta') = \left( \frac{x}{\xi} \right)^h (-2)^h \frac{\Gamma(\ell_{n+1+h})}{\Gamma(\ell_{n-1})} \sum_{j=0}^{\infty} \frac{\Gamma(-h+j)}{\Gamma(-h) \Gamma(\ell_{n-1}+j)} \\
\cdot \frac{\Gamma(\ell_{n+1+h}+j)}{\Gamma(\ell_{n+2+j})} \left[ \left( \frac{x-x'}{2} \right)^J \right] \int \mathcal{F}_1 \left( J-j \mid \ell_{n+2} \right) \left( x-x' \right) \partial' \Box'
\]

Eq. (8.12) certainly holds for \(h\) integer, but it can be analytically continued to non integer \(h\).

Using the known integral representation for the \(F_1\) function, eq. (8.12) can be rewritten in the more compact form

\[
D^h(\eta, \eta') = \left( \frac{x}{\xi} \right)^h (-2)^h \frac{\Gamma(\ell_{n+1+h})}{\Gamma(-h) \Gamma(\ell_{n-1})} \int_0^{\infty} u^{-h-1} \ell_{n+h-1} \left( x-x' \right)^J \partial' \Box'(u(1-u))
\]

\[
\mathcal{F}_1 \left( \ell_{n+1} \mid (x-x') \right) \Box'(u(1-u))
\]
Eq. (8.13) is meant as a formal differential expression with all derivatives located at the right and acting to the right. Using eq. (8.13) the general conformal covariant expansion turns out to be

$$A(x) B(x') = \sum_{n=0}^{\infty} \left[ \frac{1}{(x-x')^2} \right] \frac{1}{(l_{n}+l_{n}+m-n)} c_n A \delta_{j} \int_{0}^{1} du. \quad (8.14)$$

where $\psi(x) = \kappa \psi(x_{A_{i}....A_{m}}) \chi_{A_{i}....A_{m}}^{x}$ and $\psi(x) = \kappa \psi(x_{A_{i}....A_{m}}) \chi_{A_{i}....A_{m}}^{x}$.

From the results of section 5 (see eq. (5.44)) the covariant product appearing in (5.14) becomes

$$X_{A_{i}....A_{m}}^{x} \chi_{A_{i}....A_{m}}(x') = \sum_{J=0}^{\infty} \left( \frac{m}{(J)} \right) \frac{\Gamma(l_{n}-2-n)}{\Gamma(l_{n}-2-n+J)} \chi_{A_{i}....A_{m}}^{x} \chi_{A_{i}....A_{m}}^{x} \partial_{a_{1}} \partial_{a_{2}} \cdots \partial_{a_{j}} \cdots \partial_{a_{J}} \cdots \partial_{a_{n}} (x') \quad (8.15)$$

Finally, taking $x'=0$, from eq. (8.10) one obtains

$$A(x) B(0) = \sum_{n=0}^{\infty} \left( \frac{1}{(x')^2} \right) \frac{1}{(l_{n}+l_{n}+m-n)} c_n A \delta_{j} \int_{0}^{1} du. \quad (8.16)$$

where $X_{A_{i}....A_{m}} = \frac{1}{2} \left[ 1 + (1-u)^{2} \right]^{2} \frac{1}{2} \left[ 1 + (a-u)^{2} \right]^{2}$.

and the tensor $O_{A_{1}....A_{n}}(x)$ has components given by eq. (5.44).
8.2. Properties of the strictly conformal covariant operator expansion.

The expansion (8.14) is covariant under the full conformal algebra of space-time, as it is evident from its derivation. The resulting expansion, given by eq. (8.14) is particularly interesting since it reduces automatically to the light-cone expansion (7.16) for \( x^2 = 0 \), where the \( F_i \) function takes the value. \( F_i(1_n, -1; 0) = 1 \), and one can write
\[
x^1 \ldots x^n \sum_{A_1 \ldots A_n} (x')^\alpha_1 \ldots (x')^\alpha_n \alpha_1 \ldots \alpha_n (x').
\]
Non leading terms in \( x^2 \) can simply be obtained by expanding \( F_1 \) in power series of \( x^2 \).

We now come to an interesting selection rule, which one obtains by noting that eq. (8.14) is in general unacceptable for \( 1_n = 2 + n \), i.e. for "canonical dimensions" of the non-scalar representations.

This is a consequence of the results given in chapter 6. In fact, we recall that, for \( 1_n = 2 + n \), the components \( \psi_{k_1 \ldots k_n} \) \((x=5 \text{ or } 6)\) of the covariant tensors appearing in eq. (8.14) are not determined from the supplementary conditions. So they remain as non-physical components and they must not be present in the expansion. However, it can be shown, using arguments of translation invariance \((x)\), that these components cancel out in the particular case \( 1_A = 1_B \). In this case the expansion turns out to be, for \( 1_n = 2 + n \)

\[(x) - \text{The expansions for } A(x)B(0) \text{ and } B(x)A(0) \text{ can be correlated by a sequence of translation of } -x, \text{ reflection } -x \text{ and hermitean conjugation. Then } 1_A \leftrightarrow 1_B. \text{ However non leading terms proportional to divergences have under such sequence of operators behaviour opposite to that of the terms proportional to } x \cdot \partial. \text{ They must therefore contain a factor } (1_A - 1_B). \]
We observe that, in this exceptional case, the terms containing divergences of the tensor \( Q^{(n)}_{\alpha_1 \cdots \alpha_n} \) add up as independent contributions in the operator product expansion. These terms correspond in fact to irreducible representations in eq. (8.14), originated by the tensor \( \partial^A \psi_{\alpha A_1 \cdots A_{n-1}} (x) \) (which has dimension \( l = 4 + n \)), according to the discussion of chapter 6. Their contribution to the expansion (8.14) is obtained by inserting in eq. (8.15) the lower order tensor components, as evaluated in eq. (5.45) for \( l = 4 \). We observe that these terms are not obviously present for representations starting with conserved tensors (as it happens in the non-interacting theory).

8.3. - Connection with the three-point function.

We remark that the V.E.V. selection rule (6.5) and the selection rule on three-point functions (6.25) tell us that there is a strict connection between the three-point function and the contribution of a given tensor representation to the operator product expansion (8.14). In fact, multiplying both sides of eq. (8.14) for \( Q^{(n)}_{\alpha_1 \cdots \alpha_n} (x'') \) and taking the vacuum expectation value, we have on the left-hand-side

\[
\langle 0 | O^m_{\alpha_1 \cdots \alpha_n} (x'') A(x) B(x') | 0 \rangle
\]

and on the right-hand-side, as a consequence of the V.E.V. selection rule, an integral involving the two-point function \( \langle 0 | O^{n'}_{\beta_1 \cdots \beta_n} (x''') O^m_{\alpha_1 \cdots \alpha_n} (x') | 0 \rangle \).
We note in particular that the selection-rule given above for an operator expansion corresponding to canonical dimensions is a consequence of the previous discussion. For example, for conserved four-tensors the three-point function (8.18) vanishes unless $l_A = l_B$.

Finally we show, as in sect. 7, how the covariant expansion given by eq. (8.14) can be derived from the three-point function. As a consequence of the V.E.V. selection rule we limit ourselves to the scalar contribution to the expansion (8.14) and we write at $x' = 0$

$$A(x)B(0) = \left( \frac{1}{x^2} \right)^{\frac{1}{2}} (l_4 + l_5 - l) \int_0^1 du \left( \frac{1}{x^2} \right)^{\frac{1}{2}} (l_4 + l_5 - l)^{-1} \equiv \sum_{\lambda^2} \langle \lambda | \langle A(x)B(0) \rangle \rangle$$

(8.18')

On the other hand (see for instance eq. (7.21))

$$\langle \langle \langle 1|y \rangle A(x)B(0) \rangle \rangle = \sum_{\lambda^2} \left[ \left( \frac{1}{(y-x)^2} \right)^{\frac{1}{2}} \left( \frac{1}{x^2} \right)^{\frac{1}{2}} \right] \left[ \frac{1}{q^2} \right] \langle \langle \langle 1|y \rangle \rangle$$

we use the identity (8.17)

$$\left[ \left( \frac{1}{y^2} \right)^{\frac{1}{2}} \right] \left( \frac{1}{(y-x)^2} \right)^{\frac{1}{2}} = \Gamma(\frac{1}{2}(l_c+l_5-l_4)) \Gamma(\frac{1}{2}(l_c+l_4-l_5))$$

(8.20)
we next note that

\[
\langle 0 | \Delta^{l_{c}}(x) C(y) | 0 \rangle \propto \Delta^{l_{c}} \left[ \frac{1}{(y-x)^{2}} \right]^{l_{c}} = \\
(8.21) \quad 4^{l_{c}} \frac{\Gamma(l_{c}+1)}{\Gamma(l_{c}) \Gamma(l_{c}-1)} \left[ \frac{1}{(y-x)^{2}} \right]^{l_{c}+1}
\]

so that

\[
(8.22) \quad \left[ \frac{1}{(y-x)^{2}} \right]^{l_{c}+1} u x \cdot \partial \left( \frac{1}{4} - \frac{\Gamma(l_{c}) \Gamma(l_{c}-1)}{\Gamma(l_{c}+1) \Gamma(l_{c}-1)} \right) \langle 0 | C(y) \Delta^{l_{c}} C(0) | 0 \rangle
\]

The contribution in eq. (5.19) thus comes from the operator product expansion

\[
(8.23) \quad \frac{1}{l_{c}+1} \left[ \frac{1}{(y-x)^{2}} \right]^{l_{c}+1} u x \cdot \partial \sum_{n=0}^{\infty} \frac{1}{n!} \\
\frac{\Gamma(l_{c}-1)}{\Gamma(l_{c}+1)} (-\frac{x^{2}}{4})^{n} u (l_{c}+1) \Delta^{l_{c}} C(0) = \int_{0}^{1} u \frac{1}{l_{c}+1} \left[ \frac{1}{(y-x)^{2}} \right]^{l_{c}+1} \\
\left( 1-u \right) \frac{1}{l_{c}+1} \left[ \frac{1}{(y-x)^{2}} \right]^{l_{c}+1} u x \cdot \partial \int_{0}^{1} \left( e^{l_{c}+1 \Delta^{l_{c}} - \frac{x^{2}}{4} u (l_{c}+1) \Delta^{l_{c}}} C(0) \right)
\]

which coincides with (8.18).

As a last step we point out some consequences of exact conformal symmetry which could be useful in future developments [67]. The arguments of this section clearly establish that the unknown coefficient \( C_{AB}^{n} \) which gives the contribution of the nth-order tensor to the product of two operators (which we take for simplicity to be scalars) is directly related to the unknown coefficient \( C_{nAB} \) which normalizes the vertex function

\[
(8.24) \quad \langle 0 | \Delta^{l_{c}}(x) A(x) B(y) | 0 \rangle = C_{AB}^{n} \int \frac{d^{D}x \cdot d^{D}y}{x_{i} - y_{i}} (x, y)
\]
and whose functional form is completely determined from conformal invariance. This result is a consequence of the general selection rule on two-point functions derived in sect. 5. The selection rule tells us that the operator product expansion looks like an orthogonal expansion (with respect to vacuum expectation values). In fact, going for simplicity to the light-cone limit, $x^2 \to 0$, we write

$$A(x)B(0) \sim \left( \frac{1}{x^2} \right)^{l_\alpha + l_\beta + \ell_m - l_n} \sum_{\beta_1, \ldots, \beta_m} C_{\alpha_1 \cdots \alpha_m}^{AB} \int_{0}^{1} du f_m(u) \mathcal{O}(ux)$$

(8.25)

(the weight functions $f_m^A(u)$ are given by eq. (7.32)). Multiplying both sides for $\mathcal{O}^{(m)}_{\beta_1 \cdots \beta_m}(y)$ and taking the V.E.V., we get

$$\langle 0 | \mathcal{O}_{\beta_1 \cdots \beta_m}^{(m)}(y) A(x)B(0) | 0 \rangle \sim \left( \frac{1}{x^2} \right)^{l_\alpha + l_\beta + \ell_m - l_n} C_{\alpha_1 \cdots \alpha_m}^{AB} x^{\alpha_1 \cdots \alpha_m}$$

(8.26)

$$\cdot \int_{0}^{1} du f_m^{AB}(u) \langle 0 | \mathcal{O}_{\beta_1 \cdots \beta_m}^{(m)}(y) \mathcal{O}_{\alpha_1 \cdots \alpha_m}^{(m)}(ux) | 0 \rangle$$

with the right-hand-side vanishing unless $m = n$ and $l_m = l_n$ (orthogonality property).

If we call $C_{mn}$ the factor normalizing the two-point function

$$\langle 0 | \mathcal{O}_{\beta_1 \cdots \beta_m}^{(m)}(y) \mathcal{O}_{\alpha_1 \cdots \alpha_m}^{(m)}(ux) | 0 \rangle = C_{mn} \mathcal{G}_{\beta_1 \cdots \beta_m, \alpha_1 \cdots \alpha_m}^{(m \cdot m)}(y-ux)$$

(8.27)

we obtain

$$\langle x, y | \mathcal{N}^{AB}_{\beta_1 \cdots \beta_m} \rangle \sim \left( \frac{1}{x^2} \right)^{l_\alpha + l_\beta + \ell_m - l_n} \int_{0}^{1} du f_m^{AB}(u) \mathcal{G}_{\beta_1 \cdots \beta_m, \alpha_1 \cdots \alpha_m}^{(m \cdot m)}(y-ux)$$

(8.28)

$$x^2 \to 0$$
\[(8.29) \quad C_{\alpha + \beta}^{AB} = C_{\alpha}^{A} C_{\beta}^{B}\]

As we have already pointed out in the introduction additional results obtain whenever gauge invariance properties apply to the theory. In general, if the tensors \(O^{(n)}_{\alpha_1 \cdots \alpha_n}(x)\) are conserved, or partially conserved, one can take advantage of the Ward identities associated to the vertex function in eq. (8.24), and use them in conjunction with the relations (8.28) and (8.29), which follow from conformal invariance alone. A particularly interesting situation arises with local currents associated with symmetry groups, such as the currents \(j_{\alpha}^A\) associates to the \(SU(3) \times SU(3)\) generators, or the energy momentum tensor associated to the space-time symmetry. For instance, for \(j_{\alpha}^A\) the coefficient, \(C_{1 AA'}^A\), in (8.24), in front of the vertex function (for \(A = B\), otherwise it vanishes) is proportional to the (unitary) charge \(Q_A\) of the field \(A(x)\) and to the factor \(c_{AA}^A\) normalizing the propagator of the \(A\)-field. Eq. (8.29) then tells us the interesting fact that the coefficient \(C_{1 AA}^A\), giving in the operator product expansion for \(A(x)A(0)\) the contribution from the local operator \(j_{\alpha}^A(x)\) (together with its associated irreducible representation of the conformal algebra) is proportional to the charge \(Q_A\) and to the ratio \(C_{AA}/C_{11}\), of the normalization factors for the AA propagator and the current-current propagator respectively, and therefore it cannot vanish unless \(Q_A = 0\). We have limited ourselves only to the light-cone limit, by starting from eq. (8.25), but clearly, with some more complication, one could as well have started from eq. (8.16), obtaining the same results.
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