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1 Introduction

The application of optical transition radiation (OTR) for charged particle beam diagnos-

tics, suggested initially by Wartsky [1] and later developed by Rule and Fiorito [2,3], in

the last decade has been exploited at a number of accelerators with beam energies ranging

from 1 MeV [4] up to 4 GeV [5]. With modern powerful optical detectors, OTR based

devices prove to be compact, reliable and inexpensive instruments, radiation and heat

resistant, capable of high time resolution, that cause very little disturbance to the beam

because the thickness of targets is only a few microns or less. The technique has already

given excellent results and is considered as one of the basic diagnostic tools for future

projects.

Until recently, certain doubts about the ability of OTR to measure the profile of

very high energy beams existed because it was believed that its spatial resolution would

decrease with increasing beam energy. The origin of the argument came from the fact

that decreasing the ”effective” angle of emission� � �1 ( is the relativistic factor

of the beam ) would give a limit of the order of� in the two-point resolution, due to

the well known diffraction phenomena. On the other hand, the decrease of the emission

angle is strictly related to the linear increase with energy of the transverse extension of

the electromagnetic field of the charged particle, often identified as the OTR source. For

a wavelength� in the optical domain the above limiting resolution would render OTR

useless for beam profile measurements already at a few GeV.

However, more detailed considerations [3,6,7] show that the spatial resolution is

mainly determined by the angular acceptance of the optical system used to detect the

radiation rather than by the ”effective ” emission angle, and does not significantly differ

from that due to the standard diffraction limit for this case.

In [6] the first serious analysis of the problem was given, and a correct calculation

of the OTR intensity distribution in the image plane was made, in the context of geomet-

rical optics, for a highly relativistic regime. In contrast to [3], it was shown that, unlike

standard diffraction patterns from a point source, OTR images from a single particle have

a minimum at the center. In [7] attention was also drawn to the fact that the OTR resolu-

tion depends strongly on the way FWHM or rms width are defined, because of the long

energy dependent tail in the intensity distribution, and is influenced by the sensitivity of

the detector.

In this paper we try to give a more general and consistent treatment of the phe-

nomenon, with the purpose of clarifying those aspects that have so far been left in the

shadow.
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2 OTR source

Normally it is mostly the source that defines its image; we therefore found it natural to

start our examination by giving due attention to the source properties. For OTR this is not

trivial, given that the charged particle field diverges at small distances from the particle

location.

We start by considering the transition radiation emerging in the backward direction

when a chargeq moving in vacuum with constant velocityv enters normally into a perfect

conductor whose surface coincides with planez = 0 ( Fig.1). This problem is well-known

and details can be found in many books (see e.g. [8]). Hence we give here only a few

formulas illustrating our conclusions and useful for further analysis.

The moving charge field can be described by a superposition of plane waves (pseu-

dophotons) whose electric components, transverse to the charge velocity, are:

Eq
x;y(z;{{{; !) = � 4�iq

v
e�i(!=v)z

{x;y

{
2 + �2

; (1)

� =
!

v
; {x;y = {

�
cos 

sin 

�
;

where! is the radiation frequency and the angle that vector{{{ makes with thex-axis;

{x;y can thus be interpreted as the transverse components of the pseudophoton wave vec-

tor. The boundary conditions on the conducting surface give rise to a radiation that prop-
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Figure 1: The moving charge field can be represented by a set of pseudophotons whose
wave vector transverse and longitudinal components are{{{ and!=v respectively. Transi-
tion radiation appears as a result of the interaction of pseudophotons with the conducting
boundary.

agates into free space, away from the boundary. In the case of an ideal conductor the
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transverse components of the radiation electric field can be obtained directly from Eq.(1):

Er
x;y(z;{{{; !) =

4�iq

v
eikzz

{x;y

{
2 + �2

; (2)

kz =
p
k2 � {2 ; k = !=c :

Thez-component is found by usingdivEr
= 0 , that gives:

Er
z = �

{xE
r
x + {yE

r
y

kz
: (3)

Because at relativistic energies, which are those of practical interest, the longitudinal field

component is considerably smaller than the transverse one, for simplicity it is not further

taken into account in this paper.

By superimposing all plane waves of Eq.(2) one obtains the radiation field as a

function of space coordinates:

Er
x;y(z;�; !) =

iq

�v

Z
d{{{

{x;y

{
2 + �2

eikzz ei{{{�� : (4)

Here� is the radial vector lying in thex; y -plane, so thatx = � cos � andy = � sin �.

After integration over angle Eq.(4) can be written in the form:

Er
x;y(z;�; !) = �

2qk

v

�
cos�

sin�

�
� (1; 0; kz; k�) ; (5)

� (�h; �l; w; u) =

Z �h

�l

dt
t2

t2 + (�)�2
e�iw

p
1�t2 J1(ut) :

In Eq.(5)J1 is the Bessel function of the first kind and the function� of dimensionless

variables entirely defines the radiation field evolution in space. Atw = 0, j�j2 can be

considered as the source intensity distribution. Formally the integral overtmust be taken

from zero to infinity. In this case:

��� (1; 0; 0; k�)
��2 =

����K1(k�=�)

�

����
2

: (6)

whereK1 is the modified Bessel function. The expression on the right side of Eq.(6) is

known as the Weizs¨acker-Williams distribution of pseudophotons. Therefore Eq.(6) treats

the OTR source as a bunch of pseudophotons and transition radiation simply appears as

a reflection of the charge field. On the other hand, as it directly follows from Eq.(5), the

waves witht > 1 are rapidly attenuated as the distance from the origin increases. These

waves correspond to short distance static fields and do not give an appreciable contribution
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Figure 2: OTR field radial distributions at different distancesz from the plane of origin
for � = 1000. Solid lines correspond to� =1 and dashed ones to� = 1.

to the formation of the image. The valuet = 1 ({ = k) is the maximum achievable for

real photons.

It is a well known concept that free fields originated by discontinuities in the motion

of charged particles or in the dielectric properties of media, need to travel for a distance

called the ”formation zone” before being completely ”disentangled” from the particle

field and acquiring all the properties of a radiation field. This is exactly what happens in

our case. The most used definition of the formation zone is

l = �=2�(1 � � cos �) : (7)

For ultrarelativistic particles this length can be very large along the particle path, but for

a backward radiation it is of the order of�=4�.

Fig.2 shows the field radial distributions
��� (1; 0; kz; k�)

�� and
��� (1; 0; kz; k�)

�� at

different distances from the origin plane (propagation path). It is evident that within less

than a wavelength the two distribution become identical, i.e. within the formation zone the

pseudophoton field transforms into a real photon field, and this transformation eliminates

also the discontinuity at�! 0.

Excluding short range field we can conclude that the effective source distribution

is determined by
��� (1; 0; 0; k�)

��2. The resolution provided by this distribution can be

considered in a natural way as the intrinsic one. In reality the diffraction phenomena

produced by every finite optical system introduce limits which considerably modify this

value.
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3 Propagation through an optical system

Now when the OTR source is properly defined, in order to find its image it is necessary

to calculate the OTR field transmission through the elements of the optical system. To do

this we follow the ordinary technique [9] based on classical Kirchhoff diffraction theory.

For the sake of simplicity let us approximate the optical system by a thin aberration-free

lens located respectively at distancesa andb from the source and image planes (Fig.3).

We will firstly find the field on the lens surface nearest to the source. In principle

it can be deduced directly from Eq.(5), however it is more convenient for this purpose to

apply the well-known integral theorem of Helmholtz and Kirchhoff [10]:

U�(Pl) =
1

4�

Z
s

�
V

@

@n

�
eikr

0

r0

�
� eikr

0

r0
@V

@n

�
d s : (8)

Here scalar fieldU�(Pl) stands for one of the OTR field components at an arbitrary point

Pl on the lens face, which, according to the theorem, can be obtained from the known

field on the surfaces. Considerings as the conductor boundary, the functionV in the

right hand side of Eq.(8) is exactly represented byx or y field components of Eq.(4),

n is the unit vector normal to this boundary andr0 is the vector from an arbitrary point

Ps(xs; ys) on the boundary to the pointPl(�; �), so thatr0 = jr0j is the distance between

these two points. The integral in Eq.(8) is actually calculated across the whole boundary

Ps

0

Pl

P

r'

r

a b

ξ,η

z

x,yxs,ys

Figure 3: Image of the OTR source is formed by a thin lens placed at distancesa andb
from the source plane (xs; ys) and the image one (x; y).

surface. As indicated in Fig.3 three different sets of coordinates (xs,ys),(�,�) and (x,y) are

used for the source, lens and image planes respectively. Substituting Eq.(4) computed at
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z = 0 into Eq.(8) one can derive the following expression forU�(Pl):

U�(Pl) =
qk

4�2v

Z
d�s

Z
d{{{

{x;y

{
2 + �2

ei{{{��s
eikr

0

r0

�
kz

k
+ r̂0z

�
; (9)

wherer̂0 = r0=a. Eq. (9) explicitly shows that the field on the lens surface is built up from

spherical waves emanating from every point of the source with amplitudes varying from

point to point. Now we can use the standard simplification corresponding to the Fresnel

approximation in diffraction theory:

eikr
0

r0
� eika

a
ei(k=2a)[(��xs)

2+(��ys)2] : (10)

The validity of Eq.(10) assumes that the distance between the source and the lens is large

compared to their transversal dimensions and therefore we can neglect variation of the

field amplitude along the wave front. With the same accuracy we can putr̂0z = a=r0 � 1.

As is known a thin lens simply introduces a phase delay, that is a function of the

coordinates on the lens surface:

h(�; �) = e�i(k=2f)(�
2+�2) ; (11)

wheref is the lens focal length. Hence the field on the lens face opposite to the source is:

U+(Pl) = U�(Pl)e
�i(k=2f)(�2+�2) : (12)

At this surface we can again apply Kirchhoff integral theorem thus finding the field

amplitude on the image plane. Under the assumption that the obliquity factor is equal 2,

and using a similar simplification as Eq.(10), this gives for an arbitrary pointP (x; y) of

the image:

U(P ) =
k

2�i

Z
sl

U+(Pl)
eikr

r
dsl �

k

2�i

eikb

b

Z
sl

U+(Pl)e
i(k=2b)[(��x)2+(��y)2]dsl : (13)

In Eq.(13) the integration is carried out over the lens aperture. Collecting the results

throughout Eq.(9)-(13), omitting common phase factors not depending from integration

variables and reminding thatU(P ) refers to one of the OTR field components, we find:

Ex;y(P; !) =
q

(2�)3
k2

abv

Z
d�s

Z
d{{{

{x;y

{
2 + �2

ei{{{��sei(k=2a)�
2
s

�
kz

k
+ 1

�
�

�
Z
d� d�e�i(k=a)[�(xs+x=M)+�(ys+y=M)] ; (14)

whereM = b=a is the lens magnification. The last integral taken across the lens surface

describes the effects of the optical system on the image due to diffraction from the finite
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lens aperture. For symmetry reasons, a cylindrical coordinate system is more convenient

for further calculations. In addition to the notations in the source plane:xs = �s cos�

and ys = �s sin� we introduce similar ones in the image plane:x = %M cos' and

y = %M sin'. Assuming the lens radius to bed the diffraction pattern in Eq.(14) is easily

evaluated: Z
d� d�e�i(k=a)[�(xs+x=M)+�(ys+y=M)]

=
2�ad

kp
J1

�
kd

a
p

�
; (15)

p =

p
�2s + %2 + 2�s% cos(�� ') :

Eq.(14) then becomes:

Ex;y(P; !) =
q

(2�)2i

kd

bv

Z
d�s

Z
d{{{

{x;y

{
2 + �2

ei{{{��sei(k=2a)�
2
s

�
kz

k
+ 1

�
J1
�
kd
a
p
�

p
:

(16)

4 Single particle OTR image

As can be seen from Eq.(16) except for the exponential factorei(k=2a)�
2
s and the multi-

plicand in parentheses, that will be shown not to affect the image appreciably, Eq.(16)

is nothing else but the convolution of the OTR source radial distribution with the well-

known diffraction limited image distribution of a point source (so-called Point Spread

Function (PSF)). After trivial integration over :
Z 2�

0

d 

�
cos 

sin 

�
ei{�s cos( ��) = 2�i

�
cos�

sin �

�
J1({�s) ; (17)

the evaluation of the integral over� can be done by using an addition theorem on Bessel

functions. Omitting intermediate steps, the final result is:

Z 2�

0

d�

�
cos �

sin�

�
J1
�
kd
a
p
�

p
=

1

�

�
cos'

sin'

� 1X
m=1

Rm

J2m(�%)

%

J2m(��s)

�s
; (18)

Rm = �8�m ; � =
kd

a
:

Using Eq.(17) and Eq.(18), Eq.(16) can be reduced to:

Ex;y(P; !) =
q

2�v

1

M

�
cos'

sin'

�Z
{

2d{

{
2 + �2

�
kz

k
+ 1

�
�

�
1X
m=1

Rm

J2m(�%)

%

Z
d�se

i(k=2a)�2
sJ1({�s)J2m(��s) : (19)
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Few remarks should be made here. As was already noted, in accordance with Kirch-

hoff’s principle the integration over�s is extended over the whole surface of the source.

Thus this approach based on diffraction theory allows in a simple way to take into account

the finite size of the OTR target, in contrast to [6], where infinite transverse dimension of

the conducting boundary was implicitly assumed. Meanwhile, as was recently established

in [11], influence of the target finite size on the OTR spectral and angular characteristics is

observable when the target extension is smaller in magnitude than�. This value is often

thought as the particle field characteristic transverse size. For a long wavelength radiation

this effect is important already at medium energies. Particularly it can play an important

role in bunch length measurements by means of coherent transition radiation. In the case

of visible light it becomes noticeable for extremely high beam energies ( � 10
5). In the

following we will assume � 10
5 and therefore consider that the conductor has infinite

dimensions in thexs; ys -plane.

The exponential factor in Eq.(19) introduces corrections due to the spherical form

of the wave front and the extension of the OTR source. It noticeably differs from unity in

the region

�s �
p
�a : (20)

Taking �s = � as characteristic size of OTR source, we can always approximate the

exponent with 1 whenever:

�2 � a ; (21)

thus neglecting the sphericity of the wave front or, equivalently, utilizing Fraunhofer’s

approximation. Even if condition (21) is not satisfied, significant effects are only expected

at the periphery of the image, while, as it follows from Fig.2, the radiation intensity peaks

in the spatial region extending over few�’s around the axis. The corrections produced

by this exponential factor are thus generally small and Fraunhofer type diffraction is the

main contribution to the image formation. A similar conclusion was derived in [6], but

without adequate justification.

With the above assumptions, the integral over�s in Eq.(19) can be evaluated ana-

lytically:

Z 1

0

d�sJ1({�s)J2m(��s) =

8><
>:

{

�2
2F1(1�m; 1 +m; 2;

{
2

�2
) ;

�2

{
2
> 1

0 ;
�2

{
2
< 1

; (22)

where2F1 is the hypergeometric function.
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When discussing the OTR source properties in the first section, we noticed that the

limitation{ � 1 on the possible values of the transverse wave vector component appears

as the consequence of the transformation of the charge field into a radiation field. From

Eq.(22), the effect of the finite aperture of the optics introduces a new limit,{ < �, that

under normal experimental conditions is more stringent.

Using the result of the integration given by Eq.(22), the sum in Eq.(19) can be

calculated using the Neuman series, that is written as [12] :

�
lz

2

����
J�(lz) = l�

1X
n=0

�(� + �)

n!�(� + 1)
(�+ 2n)2F1(�n; �+ n; � + 1; l2)J�+2n(z) ; (23)

�; �; � � � 6= �1;�2; : : :

Settingn = m� 1 , � = 2 , � = 1 , l = {� andz = �%, the summation overm in Eq.(19)

results in:

8�{

�2%

1X
m=1

J2m(�%)m
2
2F1(1 �m; 1 +m; 2;

{
2

�2
) = 2�J1({%) : (24)

Collecting all the results together and making the substitution{ = kt we obtain:

Ex;y(P; !) = �
qk

vM

�
cos'

sin'

�Z �lens

0

t2dt

t2 + (�)�2

�p
1� t2 + 1

�
J1(k%t) ; (25)

where�lens = d=a is the angular acceptance of the lens. Under real experimental con-

ditions it is always�lens � 1 and one can consider with a good accuracy the factor in

parentheses to be equal to 2. Keeping in mind that according to the definition% = �=M ,

where� =

p
(x2 + y2) , the final result can be written as follows:

Ex;y(P; !) = �
2qk

vM

�
cos'

sin'

�
� (�lens; 0; 0; k�=M) : (26)

Eq.(26) specifies the OTR field at the image pointP (�; '). The intensity distribution in

the image plane is given by the Poynting vector:

S(�; !) =
c

4�2

�
jExj2 + jEyj2

�
; (27)

that defines the radiant energy flux through the unit surface element per unit frequency

interval. Eq.(26) was derived for a single particle and we can call the distribution of

Eq.(27), calculated using the fields of Eq.(26), a Single Particle Function (SPF) in analogy

with the PSF defined for a point source.

If one now considers a bunch of particles and as long as coherent effects are negli-

gible, the total beam profile image is the convolution of the SPF with the real transverse
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distribution of the particles in the bunch. The function� in Eq.(26) was used previously

to describe the OTR source spatial distribution. By comparing Eq.(5) and Eq.(26) one

can conclude that the image distribution is the same as that of the source except for the

magnification factor in the denominator and the upper limit of integration in�.

The above expression for the SPF is consistent with that derived in [6]. Such a

conclusion is a logic consequence of the simplifications used in the course of the analysis

for the purpose of arriving at analytical expressions. Eq.(25) is in fact obtained under

the same assumptions made in [6], the most important of which are the ultrarelativistic

regime and the applicability of the Fraunhofer diffraction regime.

The analysis performed clearly shows that Eq.(26) provides the main part of the

image intensity distribution under normal conditions. Other effects, like those due to the

OTR source extension, finite dimensions of the OTR target, spherical character of the

wave front etc., can be considered as higher order corrections, and can be easily obtained

numerically from the more complete expression (Eq.(19).

For weakly relativistic (or nonrelativistic) regimes, most of the simplifications used

are not justified. More accurate calculations are needed, starting from the exact formula

of Eq.(9). Furthermore, a similar analysis for the longitudinal field component must also

be performed in this case.

In the highly relativistic regime we can conclude that the central part of the OTR

SPF is energy independent (as far as�lens � �1) and defined by the diffraction on the

lens, thus depending only on the lens aperture and the radiation wavelength. The spatial

resolution given by the FWHM value of SPF is about 3 times larger than that for the

standard PSF. Fig.4 shows the central part of the image for different values of the lens

aperture. It was already observed in [6,7] that in defining the width of the OTR intensity

distribution, the energy sensitive long tail can produce some problem. It was pointed out

that using the RMS definition, this tail leads to a large value of the final resolution. As a

way to reduce the tail effect on spatial resolution, it was proposed to use a round opaque

mask placed in the back focal plane of the lens to prevent the passage of photons at angles

smaller than the mask angular acceptance�mask.

As it follows from our analysis, in the Fraunhofer regime, the effect of the lens

aperture on the image is to revise the integration upper limit in the function� depending

on the value of this aperture. This simply means that the lens accepts only photons emitted

at angles less than�lens; the presence of the mask thus introduces a new constraint on the

photon angle. From this we can immediately conclude that the effect of mask is to increase
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Figure 4: Diffraction limited OTR intensity distribution in the image plane for different
lens aperture sizes (� = 1000). Numbers on the curves are values of�lens.

the lower limit of the integral for� :

Ex;y(P; !) = �
2qk

vM

�
cos'

sin'

�
� (�lens; �mask; 0; k�=M) : (28)

Here�mask = r=f is the angular radius of the mask image as seen from the object plane,

while r is the physical radius of the mask. When the mask is large, so that�mask � �1,

one can derive the approximate expression for�:

� (�lens; �mask; 0; u) =

Z �lens

�mask

t2dt

t2 + (�)�2
J1(ut) �

J0(u�mask)� J0(u�lens)
u

: (29)

Fig. 5 gives an idea of the effect of the mask on the intensity distribution in the tail

region. In the figure, thick solid lines plot the functionjK1(u=�)=�j2, that according to

Eq.(6) is defined aslim
��� (�lens; 0; 0; u)

��2 for �lens !1. The dashed lines correspond to

another extreme case, that follows from the first one when� !1, namely
�����2 = 1=u2.

It is worthwhile to remember thatK1(u=�)=� describes the particle pseudophoton field

that foru � � decreases as1=u, while for u > � falls more rapidly following an

exponential law. It is a well accepted fact that the regionu < � is to be considered as

the characteristic dimension of the particle field. The two curves are given as references

to allow an easy comparison between the subplots in Fig.5.

Fig.5a shows the ”undisturbed” case�mask = 0. The intensity tail reveals the os-

cillatory behaviour, in general repeating the pseudophoton distribution. The period and

amplitude of oscillations depend on the value of�lens. Fig.5b and 5c refer to�mask =
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0:05 �lens and�mask = 0:1 �lens respectively, for�lens equal to 0.1 and� = 1000. Both

curves are calculated from Eq.(29) and roughly follow the1=u2 dependence modulated by

the difference of the two Bessel functions. For�mask � ��1 the tail intensity becomes

-independent and is defined entirely by interference of the diffraction effects from the

mask border and lens aperture leading to fringes in the intensity. An improvement at the

tail is clearly achieved and the higher is the beam energy the greater is the benefit of using

the mask. In this case it is also possible to calculate the total power:

I(!) =

Z 1

0

2��d�S(�; !) � 2

�

q2c

v2
ln
�lens

�mask
; (30)

and we can conclude that the reduction in the tail intensity produced by the mask occurs

at the expense of the total collected power.
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5 Experimental factors and OTR spatial resolution

The most frequent use of OTR in beam diagnostics is for the measurement of the trans-

verse beam profile, because its high resolution and linearity make it superior to other

imaging devices. The time properties of OTR also allow fast time resolved measurements.

In this context, the usual definition of the instrument resolution, as the minimum

beam size that can be measured, is unfortunately not unique. The standard deviation� of

a gaussian distribution, the FWHM or the second order momentum (rms) are among the

most used definitions of the beam width under different experimental conditions. While

for a defined analytical distribution, for example a gaussian, the relations among these

quantities are well known, the same is not true for a generic distribution, and the tails in

particular can produce large deviations.

The beam profile is normally analyzed projecting the beam image on the x and y

planes. This procedure, first introduced in connection with non imaging instruments such

as SEM grids and scanning wires, has some solid foundation in the fact that motion in

these two planes is normally uncoupled and that highly asymmetric beams are often used.

Furthermore, the effects of statistical fluctuations in the beam distribution are reduced so

that smoother beam profiles are obtained.

In order to investigate the resolution obtainable by OTR in this case, we can project

Eq.(26) on the x axis:

Ip(x; !) =

Z
S(
p
x2 + y2; !)dy : (31)

Due to the symmetry of the distribution, an equivalent result is obtained in projecting on

any other axis across the center of the image. To actually compute the above integral, one

has to define the region over which the integration must be performed. In principle, the

energy dependent long tail exhibited by the OTR image requires to extend the integration

to infinity, but a number of practical reasons prevents us from doing so . In particular:

1) the sensitivity of the detector, and its thermal noise, define an absolute lower limit

to the measurable intensity.

2) the digitalization of the image introduces a threshold in the minimum detectable

intensity. A standard frame grabber for video rate signals has a dynamic range of 8 bits,

so that intensities less than 0.4% of the saturation level cannot be detected. Using a slow

digitizing device, coupled to a cooled detector to reduce the thermal noise, one can lower

this limit, but not below� 0.1% of saturation.

3) a diffuse background is almost always present, produced by external sources or

by the beam itself. The best procedure for subtracting this background obviously depends
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on the particular case, but the subtraction always limits the lowest detectable tail intensity.
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Figure 6: 3D plot of the radial SPF (a) and its projection onx-axes (b) for 0.5% cutoff
level. �lens = 0:1 and� = 1000.

A standard approach [7] consists in finding the ellipse that contains a given fraction

(depending on the background level) of the total intensity, typically of the order of 90% -

95%, and analyzing the projections of only the points inside the ellipse. Although this cut

is somewhat arbitrary, it has the advantage of giving more weight to the core of the beam,

the most interesting because the diffuse halo does not usually survive transport through

complex optical systems.

For all the above reasons, a cut in the OTR tail distribution can be safely introduced

without significant loss of accuracy with respect to any real situation.

Fig. 6 shows a 3D plot of the single particle OTR intensity distribution together

with its projection obtained with a cut-off at 0.5% of the maximum intensity. Compared

to the radial SPF in Fig.4, the projection does not reproduce the deep minimum at the

center, has about the same FWHM but a tail intensity more than twice larger.

A narrower distribution can be obtained by exploiting the OTR property of being
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radially polarized and selecting only thex or y component of the field by inserting a

polarizer in the optical path. Fig.7 shows the 3D plot of the vertically polarized component

of radiation and the horizontal projected distribution with the same 0.5% cut-off. An

identical distribution for the vertical plane is produced by the component polarized in the

horizontal direction. In this case the FWHM is almost twice smaller than that of the radial

distribution, while the tail remains the same on average.
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Figure 7: 3D plot of the radial SPF for the y-polarized component (a) and its projection
onx-axes (b) for 0.5% cutoff level.�lens = 0:1 and� = 1000.

In Table 1 the FWHM values of radial and projected distributions for both normal

”unpolarized” and polarized cases are summarized for different beam energies and tail

cut-off levels. Table 2 gives rms values of the distributions for the same energy and tail

cut-off levels. It is evident that the FWHM values are rather constant, while the rms

values are strongly dependent from both the energy and the tail cut-off, as was already

anticipated in [7]. For a fixed cut-off level, there exists a corresponding energy range,

above which the growth of rms widths for all distributions saturates. Such a behaviour

demonstrates that the OTR spatial resolution with the rms beam width definition for high

energy beams is determined by the cut-off, which in turn, is dictated by experimental

factors and hence unavoidable.
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Table 1: FWHM values for radial SPF and projected ones in both normal and polarized
cases for different particle energies. Numbers separated by slash in every column corre-
spond to 0.1%, 0.05% and 0.01% cut-off levels respectively.

Eq=0.1 GeV Eq=0.5 GeV Eq=1 GeV Eq=5 GeV

Radial 7.01/7.01/7.01 7.08/7.08/7.08 7.08/7.08/7.08 7.08/7.08/7.08
Proj. 6.55/6.56/6.57 6.78/6.81/6.85 6.79/6.84/6.89 6.80/6.85/6.91
Proj.(pol.) 3.84/3.86/3.87 4.05/4.08/4.14 4.06/4.12/4.18 4.07/4.14/4.20

Table 2: RMS values for same distributions, same energies and same cut-off levels as in
Table 1.

Eq=0.1 GeV Eq=0.5 GeV Eq=1 GeV Eq=5 GeV

Radial 7.29/7.78/8.32 9.27/10.8/13.6 9.43/11.3/15.5 9.49/11.5/16.8
Proj. 7.67/8.75/10.4 10.9/13.2/22.2 11.2/15.3/27.3 11.2/15.7/30.8
Proj.(pol.) 5.43/6.19/7.32 7.72/9.35/15.7 7.89/10.8/19.3 7.94/11.1/21.8

For all these considerations it is clear that a simple definition of the minimum spatial

resolution obtainable with OTR is not possible. As already pointed out in [7], when

deriving an experimental beam transverse dimension from an OTR image, the standard

rms size definition still maintains the quality of being shape independent, but the value is

strongly affected by the background subtraction procedure.

On the contrary, the FWHM is a well defined value for the single particle distribu-

tion, but applied to the beam size can hide relevant aspects of beam shape. On the other

hand, different definitions of resolution can be successfully applied to particular experi-

mental situations. The more general approach consists in deriving from Eq.(27) and (31)

the SPF for respectively the radial and projected distributions, and in using these functions

to deconvolve the experimental measurement, obtaining the true beam profile, through a

rather cumbersome numerical computation.

6 Conclusion

We have obtained a realistic description of the spatial distribution of the OTR source

and used Kirchhoff diffraction theory to find the intensity distribution produced by an

individual particle in the image plane of a thin lens. At ultrarelativistic energies our result

is consistent with that found in [6]. In the frame of the model one can also consider a

number of other effects, as for example corrections to the Fraunhofer approximation and

influence of finite dimensions of the target. With the same accuracy this approach allows

to make an image calculation for the case when charge passes through an opening in a
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conducting screen, e.g. circular hole or slits. Radiation produced herein is known as

diffraction radiation and was shown [13] to be a possible tool for beam diagnostics.

We have demonstrated that the image is strongly dominated by the diffraction ef-

fects produced by the finite dimension of the optical system, and that the peculiar structure

of the OTR image causes some problem in the definition of spatial resolution. While in

principle the rms width should increase with beam energy, real experimental factors im-

pose cutting the intensity tails off thus saturating the energy dependence. On the contrary,

the FWHM is substantially independent from both energy and tail intensity cut-offs and

is only few times larger than the standard PSF.

The use of a mask in the back focal plane of the optical system, to cut off the

radiation at small angles, reduces the tail level, at the price of a smaller total intensity.

Selecting only one component of the radiation polarization, a better resolution in

one plane can be obtained, approaching that of PSF.
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