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Abstract

This document contains the final report of the working graetpup to study the feasibility
of a Scientific Computing Service at the INFN’'s Laboratorizibaali di Frascati.

The goal of the working group was to determine the locatiofrastructure, hard-
ware, software, manpower and funding profile needed to stppe many computing
activities of the experimental groups operating in the fabmry, including an ATLAS
tier2 centre and an analysis farm for ALICE.
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1 Executive Summary

This document contains the final report of the working graetpup to study the feasibility
of a Scientific Computing Service (SCS) at the INFN's Laboridtlazionali di Frascati.

The mandate given to the working group was to determine ttegtilon, infrastruc-
tures, hardware, software and manpower needed to set upri8ciComputing Service,
together with a funding profile to complete it. The most intpat facts contained in the
report and the conclusions reached by the working groupuarergrized here.

Presently the Laboratori Nazionali di Frascati run a cdizgd computing service
(C&NS) which guarantees all the basic Intranet/Internetises such as network access
and security, e-mail, web-mail, printing, authenticatioreb pages, centralized instal-
lations, DHCP and also provides a large support to severalrastrative services (i.e.
Data-WEDB, Servizio Informativo), used not only by the Ladtory but also the whole
INFN organization.

The centralized resources that the C&NS dedicates to #aecdmputing are
presently very limited. On the other hand, in the laboratibwgre exist several small
clusters of computers which are independently operatecheygtoups that use them.
This situation has historical origins we need not discuss,t@d presents an unnecessary
multiplication of human and infra-structural resources.

These clusters, situated in different areas of the laboradne managed by physi-
cists or engineers (an estimated 2.8 FTE), expert in comguiwhom could otherwise
devote more of their time to their principal physics or tealogical research activity. The
clusters’ sizes, however, are small enough that, if theyevpert of a coherent system
housed in one place, could be easily managed by one expengifieer instead.

Also the KLOE experiment at Frascati runs an independenpaimg centre which
provides all the computing power, storage and data arajpineeds of the collaboration.
This system is housed part in the Computing Centre ground #ind part in the KLOE
experiment building near DAFNE. The envisaged upgrade ®kthOE computing sys-
tem can be accommodated easily in the present sites with spgrades of the cooling
and power systems, which can in part be shared with those &@8&. The working group
conclusion was that the KLOE computing need not, and shooldbe included in the
evaluation of the SCS project.

In the laboratory there are research groups that are eilteaxdy heavily involved,
or plan to increase their involvement in the next years, ealtiiC computing. Among
these are the ATLAS group, which is already running a prdeRR presently housed in
the Computing Centre Building, and the ALICE group whichlw# involved in the data
analysis in the longer future. The Atlas group has alreadhgga a first scrutiny from



Table 1: Evolution of computing resources required in the Be6 years.

July 2009 July 2011 2012-2014
kSI2k B KW kSI2k B KW kSI2k B KW
HEP 289.0 100.0 24.0 |1640.0 828.0 75.6 |2240.0 1148.0 109.1
Astro-Particle | 133.0 20.0 23.0 205.0 35.0 4.2 205.0 35.0 4.8
Nuclear 72.0 1.2 13.5 911.0 261.0 31.4 [1460.0 530.0 59.7
Theory 12.0 8.0 1.5 380.0 6.0 13.5 380.0 6.0 13.5
Total 495.0 129.2 62.0 |3136.0 1130.0 129.2 [4285.0 1719.0 186.9

INFN, and is pending the final approval of the Frascati sita adl fledge Atlas-TIER2,
whereas Alice is planning to ask for a large increase in caimguyower on site in the
near future.

Beside these larger (computing wise) enterprises, at &tiabere are also many
smaller experimental groups which will greatly benefit frthra availability of computing
power deployed on site. There are BaBar, CMS, CDF-2, NA6Re&8, Opera, Nautilus
and the space based experiments Pamela and Lares.

The Frascati theory group is planning to expand their latQeCD calculation ac-
tivity, with a growing need to access large amount of paliae computing power. The
group has applied to INFN for funding an increase of the hardwpresently dedicated to
the group activities, and is looking forward to more subs&npgrades in the future.

The survey work by the working group has also exposed the iggpeomputing
needs of the Accelerator Division group, most notably ferdiesign of new accelerators.
The computing power required by beam dynamics calculatosmachine parameters
optimizations are significant, and in the past they havendfeen performed using com-
puting resources obtained in kind outside the laboratorprddver, the software used
to perform these calculations involve also a tedious ané ttonsuming work of license
procurement, managing and installation, which takes godbtime and is presently often
performed by the individual end user.

The conclusion of the working group is therefore that theoeild be a clear benefit
from the institution at Frascati of a computer centre daditdo scientific computing,
large enough to be able to host in the same hall all the prgsexisting computing
clusters plus the new hardware that could be acquired inuhed, all managed by a
relatively small group of dedicated IT engineers.

Table 1 illustrates the predicted 5-year evolution withdiof the computing re-
sources needed at Frascati, grouped by scientific line. Adrease in the first two years
for the CSN-1 reflects the likely hypothesis of the approv¥dhe Atlas TIER2 sometimes
next year, whereas the increase for the CSN-3 reflects agp@sgigrade of the Alice and
Panda systems starting in 2011.



The working group determined that a realistic estimate tieractual time needed
to implement the first stage of the plan would be about 12 neoritssuming a prompt
approval of the project, we chose July 2009 as the hypotietiart up date for the SCS,
which is about 1 year from the release of this report.

All the hardware needed can be housed in the present CorgpgDéntre building,
once an appropriate reconfiguration of the internal layoat @an upgrade of the power
and cooling systems is completed.

The working group has found that there is the possibility #redconvenience to
stage the development of the SCS so as to follow the natuoilitean of the actual re-
quirements with time.

The first stage, which is mainly focused around the deploymihe Atlas TIER2,
will be the most important as it will have to include all thdrarstructural work on the
Computing Centre hall needed to support the final hardwanégioation. In this way,
the additional work needed to adjust the system to all sulss#ocomputing hardware
installations will be done, as they occur, with minimum djgiion of the SCS operations.

The working group has performed a feasibility study on theliog and power
supply upgrades necessary to the present Computing Ceattia brder to host the new
hardware; the results are summarized in the additional deatation attached to the
present report. Based on these studies, an outline of a tiofigepof the necessary work
and cost of the deployment of the SCS, together with the maepoequirements to
manage it, is summarized in Table 2. The Table includes ttra erst, dominated by the

Table 2: SCS funding (in€®) and manpower (in Full Time Equivalent) time profiles.

1/7/2009 1/7/2010 1/7/2011 2012-2014

Cooling System 150.0 0.0 110.0 0.0
Electrical System 60.0 0.0 90.0 0.0
Computing Hardware (Networking) 45.0 0.0 20.0 0.0
Total Infrastructure Upgrades 255.0 0.0 220.0 0.0
Operating Extra Cost 18.0 72.0 125.0 211.0
Grand Total 273.0 72.0 345.0 211.0
Manpower (FTE) 28+1.0 2.8+1.0 2.0 3.0

electric power bill, of operating the SCS with respect to phesent situation. The first
year extra cost of 18 is due to the expected small increase of computing power to be
acquired in the next 12 months.

In the startup phase it is required and expected that a léualaopower support



equivalent to what has been given to run their own clusteltdeigranted by the various
groups to the newly forming SCS. This means that the resegnalps will contribute
about 2.8 FTE to transfer all the machines from their curieedtion to the SCS hall and
start up the service.

This kind of support will gradually switch from system maeagent and hardware
installation to the support of the research groups softwhneeded, while these support
tasks will be taken over by dedicated IT engineers. Thisteddil manpower is estimated
at 1 FTE for the first 1-2 years of operations, growing in tinsetl@e size of the SCS
increases, as shown in Table 2. It is also strongly recometetitht the C&NS continues
its present level of support to scientific computirgd(5 FTE) well into the development
phase of the SCS, to insure a liaison with the existing comgumfrastructure.

It is important to point out in closing, that a seizable frawtof the infra-structural
upgrades of the Computing Centre hall would have to be doramyncase as they are
needed by the KLOE experiment when they upgrade their sy&iethe foreseen high
luminosity run, and by the C&NS to insure sufficient redundato critical services which
the group presently provides to the central INFN organozati



2 Introduction

This report contains the result of a study carried out inrgp2i008 by a group of LNF staff
members to verify the possibility to create a structure imithe Laboratory to support the
computing needs of the various research groups active iRrdszati Laboratories.

2.1 Working Group Mandate and Objectives

The mandate given to the Working Group was to determine ttetitan, infrastructures,
hardware, software and manpower needed to set Spientific Computing Serviceo-
gether with a funding profile to complete it. The facility sid be dimensioned to meet
the computing needs of as many as research groups in activitg Frascati Laboratories
as possible, from the largest LHC groups (Alice, Atlas, CMISCb) to the theory group,
from DAFNE to SPARC and SPARX and other Accelerator Divisgwoups, over a time
scale of up to 5 years from now.

The goal was therefore to understand what are the compuéadsnof the LNF
research groups and their evolution with time, and detezmihat kind of infrastructure
and manpower from the Laboratory would be required so sujitpor

Since INFN has well defined procedures for investing funamputing hardware
through the scientific and technical scrutiny of its Commoige Calcolo e Reti (national
Committee for Computing and Networking) and of the otheramatl Scientific Commis-
sions (CSN1, CSN2, etc.), we deliberately did not perfory arecise evaluation of the
requests presented by the individual groups in terms off fugentific need or congruity.

We did evaluate, however, their plausibility using basitecia of reasonability. For
example we judged the request put forth by the Alice grouaaarable one, as the CPU
and storage they ask for is of the same order of magnitudehefr galready approved)
Alice TIER2's, is at present foreseen as a possible evaiugier the next 5 years, and
comes from a group with a strong analysis team. We did not heryvénvestigate or
determine whether the amount of resources requested iallgateeded and congruous
on scientific and technical grounds.

We have therefore explicitly neglected to evaluate the cb#te computing hard-
ware (CPU and storage) of projects requiring large amoumnesburces (i.e., at the
TIERZ2level), as these would need (and have to seek) highel ISFN approval and
thus are beyond the scope of our mandate.

We limited the cost estimates to those civil infrastrucsuiteall, cooling, electrical
power, safety) and support computing infrastructuresfot switches, etc.) which per-
tain to the Laboratory. Since the evaluation of the necgssditastructures needed for



the support of a computing centre is driven by the requirgréproviding redundant

electrical power and sufficient ambient cooling to an adegyalimensioned hall, we

have evaluated the number of machines needed (CPU, diskrsenetwork switches),
calculated the space required to house them (number of, raitks and summed up their
total power consumption (electrical and cooling).

2.2 Document Overview

We have divided the document in four chapters. The presémtdinctory one in which
we briefly outline the motivation and scope of the work andiput the context of the
LNF activity and the INFN organization. We also briefly rd¢he variegate multitude of
research activities carried out at LNF.

In chapter 3 we present a survey of all #s@stingcomputing resources presently
used at LNF by these groups; we collected information aboetdeployed hardware
(CPU measured in kSI2kfor computing powedisk/tape storage measured in TB), soft-
ware (OS, tools, etc.), infrastructure and manpower gl support it.

In chapter 4 we surveyed tlagditional computing resources that the existing re-
search activities require now and may do in the future. Wedaoted a poll among the
various research groups to asses what kind of growth in cngpoeeds we should an-
ticipate on a time scale &f— 5 years.

The outcome of the poll comprises well defined computingqutsj (such as the
Atlas TIER2, which has already gone through INFN’s CCR neflethas been approved
as Proto-TIER2and is likely to be funded to a full size TIER2in the near fefyras
well as less defined requests which for now represent merdeastata which may or may
not find INFN’s approval and funding in the future. Howeveur @pproach has been
to put together all the requests, including less firm one#) thie objective to determine
what could be a (reasonable) maximum total of computinguess the future Scientific
Computing Service should be able to accommodate and maifiagey all turned out
to be acquired over time. The idea is that the infrastruststeould be scalable over
time, without any major overhaul, as the requirements fongating grow up to the
level foreseeable today. In chapter 5 the proposal of a@ieddlization of the Scientific
Computing Service is presented, based on the data collecteanalyzed in the preceding
two chapters. It contains a description of the hardware aftdiare resources necessary
to fulfill the computing needs of the local research groupgsens they could be housed,
what infrastructures and manpower are needed, what kindpgdast is expected from

IWe used this units as most of the older CPU are only rated sethaits. We have therefore used them
throughout this document



the existing Computing & Networking Service, and finallymé-line for its completion,
with a funding profile.

2.3 Computing Activities within the INFN

Computing plays a fundamental role in any research actigayticularly so in the ones
carried out by INFN. INFN has long since been active in theettggment of computing to
achieve its own mission, through the actions and projectseckon within, and financed
through, the Commissione Calcolo e Reti (CCR, INFN nati@moahmission for comput-
ing and networking). In doing so INFN has also played ovenybars a leading role in
the development of Italy’s research network infrastrue{@ARR). The need for increas-
ingly large computing power in terms of CPU and storage byettpeeriments of the LHC
era, their increasing complexity, and therefore the ingiregly larger fraction of the cost
of the experiments devoted to computing, has led INFN inrregears to adopt the policy
of a centralized review of all the computing need of such érpents through the CCR
and the National Scientific Committees. This choice was ni@@®oid duplications, op-
timize spending and make sure that the requirements of ti@eting models chosen by
the large LHC international collaborations (i.e., TIERejional centres) would indeed
be met. INFN also funds a national scientific computing ae(@NAF), which hosts the
LHC TIER1 and presently meets the computing needs of segdral experiments (i.e.
BaBar, CDF2).

The proposed centre for scientific computing presentedigréport will fit well
in the context of computing within INFN that we have brieflytioued in this paragraph,
while meeting the needs of local research activities.

2.4 Overview of LNF Research Activities

The Frascati National Laboratory is the largest structdir®BN, with about 350 staff,
50 temporary contracts, 140 employees of Universitiestgogsntists, and many external
users. Details on the Frascati structure and activity cafoled in [1,2]. The Labora-
tory is composed of three main units, i.e., Accelerator §}on, Research Division and
Administration.

The Accelerator Division runs several projects. Thed®ME electron-positron
storage ring which produces mesons at high rate, for the KLOE, FINUDA and SID-
DHARTA experiments. A Beam Test Facility provides clearcalen and positron beams
from DA®NE’s linac. SPARC and SPARX, projects focused on consioacind opera-
tion of free-electron lasers, and FLAME, a very intensergserform multidisciplinary
research with emphasis on material science, biophysicengaical physics. The CNAO
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proton synchrotron, based in Pavia, designed and builtgtigrin Frascati, will be a
hadrotherapy facility for cancer treatment. The CTF3, GLITF, ILC, Super-B projects
address issues in accelerator technology. FinallypRE& produces synchrotron radiation
light used by many experimental groups and external users.

Many major experiments in nuclear, sub-nuclear and astiicfgaphysics, and a
strong theory group, are represented in the Research @ivi’{LOE, FINUDA, SID-
DHARTA and NAUTILUS at Frascati, ALICE, ATLAS, CMS and LHCl €ERN, CDF
at Fermilab, BaBar at SLAC, AIACE at JLAB, HERMES at DESY, GRIAIn Grenoble,
OPERA and ICARUS at Gran Sasso, VIRGO at Cascina, WIZARD atspThe exper-
imental groups in Frascati address basic research probimsh range from the search
for the missing block of the standard model, the Higgs bosothe discovery of the new
particles which could shed light on the Dark Matter enigneahe physics of quark and
lepton flavours, to the behaviour of quarks in nuclear matter in atom-like structures,
to the basic questions in theory and phenomenology.

Such a diverse and complex scenario is realized via a fotvtedeffort in both
design and construction of detectors and experimentalrafgpaand data analysis via
scientific computing which employs state-of-art hardware software techniques, such
as computing farms and GRID technologies.

2.5 Computing Models

There are many possible ways of accomplishing the transtoom of the raw data to
a physics result using computers; these are different cinmgpmodels. Typically, it is
the scale of both (or either) the data set and the collatmorgtiumber and geographical
distribution of participating institutions, for instarjchat make different models work
best in a particular case; or it could be the specific policydi@ta access, or simply the
kind of calculations which need to be performed (i.e., te&orans).

The analysis of experimental data normally proceeds viacangruction stage,
where raw data output from detector is transformed to playsjeantities such as tracks,
momenta, masses, and a physical analysis stage whereglltusantities are combined to
produce high-level information directly used for the digexy or measurement purposes
of the experiment. Monte Carlo simulation is always usedbdth cases, a very large
number of interactions ("events”) are processed indepathgeand distributed models
where a large number of computers physically even very faryaamd connected via the
Internet analyze events independently are very commorgl.us

On the other hand, theoretical and phenomenological caatipas very often use
parallel or quasi-parallel algorithms carried out by cotepdiarms concentrated in one
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site only.

The LHC experiments have all chosen computing models basdldeouse of the
GRID where computing centers are made available around ¢hiel wo sustain the data
processing demands.These centers are distributed anduw@afiin a tiered architecture
that functions as a single coherent system. Each of theewetd provides different re-
sources and services.

The TIERQO is present only at the main site (for instance CERt\nhbt only). It ac-
cepts RAW data from the Online Data Acquisition and Trigggst&m, and archives the
packed RAW data to tape, distributing RAW data sets amongéhetier stage resources
(TIER1). The TIERO also performs calibrations in order t¢ e constants needed to
run the reconstruction tasks (RECO) and distributes the ®E@&tasets among TIER1
centers. The TIERO does not provide analysis resourcesragpaperates scheduled ac-
tivities.

The second tier is the TIER1. There is a defined set of TIERSs sivhich are large
centers in collaborating countries. These sites will inegahbe used for large-scale,
centrally organized activities and can provide data to aweive data from all TIER2
sites. Each TIER1 center receives some subset of the datem@tthe TIERO, provides
tape archive of part of the RAW data and provides substa@id) power for scheduled
re-reconstruction, skimming, calibration, AOD extraati@and other data-intensive anal-
ysis tasks. The TIER1 stores an entire copy of the AOD whis¢rithutes RECOs, skims
and AOD to the other TIERL1 centers as well as to the assocgatag of TIER2 cen-
ters, and provides secure storage and redistribution fart&Garlo events generated by
the TIER2's (described below). A more numerous set of smallER2 centers, with
substantial CPU resources, provide capacity for user aisalgalibration studies, and
Monte Carlo production. TIER2 centers provide limited dsglace, and no tape archiv-
ing. TIER2 centers rely upon TIER1's for access to largeskttaand for secure storage
of the new data (generally Monte Carlo) produced at the TIER#Z Monte Carlo pro-
duction in TIER2’s will in general be centrally organizedithvgenerated Monte Carlo
samples being sent to an associated TIERL1 site for disimibainong the community.

In summary, the TIER2 sites provide: services for local camities, grid-based
analysis for the whole experiment (that is, TIER2 resoueresavailable to whole exper-
iment through the GRID), and Monte Carlo simulation for theole experiment.

Some research activities simply need some (or a lot) localpeding power and
storage, with local access. This is typically the case feothticians (CSN-4), or medium-
sized groups with relatively large data samples (CSN-3)revpeocessing tasks may still
be faced using a large, but locally distributed computestelu In this approach, raw data
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are stored by the online systems in a temporary stage-inuaneally made out of one
or more RAID partitions using NAS or SAN technologies. Theada kept on disk for
several hours for the online reconstruction to monitor tebkavior of the experimental
apparatus, then is automatically transferred to a Masa&oBystem (tape) with a typ-
ical capacity of 1-2 PB. When massive data reconstructioansthe files are extracted
back from the tape, processed on a large Linux cluster, ea#inffiltered, and the final
results are sent back into the MSS. Since tape operatioridager than disk operations,
a cache area (disk) is used to hold a limited but significaation of raw o reconstructed
data on disk for additional or customized online processinghe users. Such cluster
structure is replicated without any particular coheren@lgarticipating sites. The only
difference is in size and robustness. In fact, at the mairxyental sites, the cluster
is larger and professionally managed. At smaller satddlitss, where only offline tasks
are processed, the cluster is usually smaller and may benselbged by the users. The
computing models used in the accelerator physics is coelpldifferent from the previ-
ous one briefly described above. In this case there is thetneschulate the behavior of
each single particle in the beam both to project new maclandso find the best work-
ing points. Several efforts are developing to reduce thepudimg time and increase the
number of simulated particles, for example, some codeshesieéa of macro-particle i.e.
an agglomerate of many single particles that are treatedigseiobject, others treat part
of the dynamics in an analytical way. In both cases thereasited to introduce several
approximations that are in many cases too crude and anywathnber of the simulated
particles is far from the reality to contain the computingeiwithin the human limits. For
these reasons the possibility of increasing the compuitingep becomes very important:
this will allow a better simulation of the beam dynamics bgrgasing the number of the
simulated particle and at the same time reducing the appition used in the codes. It
is also important to underline that most of the existing paogs implement real parallel
algorithms.
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3 Review of Existing Computing Resources at LNF

In this section we review the existing computing resouraes lzow they are organized
and distributed.

3.1 LNF Computing and Networking Services (C&NS)

Presently the LNF run a centralized service which guarardkéhe basic Intranet/Internet
services such as network access and security, e-mail, vedbprinting, authentication,
web pages, centralized installations, DHCP and many otih@Hary services which are
needed by everyday operations. This group also providegasaipport to several admin-
istrative services (i.e. Data-WEB, Servizio Informativa3ed not only by the Laboratory
but also the whole INFN. On the computing specific side, theNG&rovides a 5-node,
10-core cluster running Scientific Linux 3. This system i®nded for general purpose
scientific computing so it contains many of the common toslsduby the nuclear and
high energy physicists community plus a number commercifthare tools to support
more dedicated tasks.

All the computing hardware of the C&NS occupies an areard)0m? situated in
the ground floor of the Computing Centre building.

3.2 KLOE Computing Centre

The KLOE Computing Center is located in two different halll 1, at the third floor of
the KLOE building, Hall 2 in building 14, close to the LNF Comtpg Centre. The two
halls cover an area of approximatel§0 m?.

The centre is the only computing facility of the experimeblising grid jargon it
therefore acts as the TIERO-1-2 of KLOE, providing datasgerand handling, computing
power for data reconstruction, Monte Carlo production amgspcs analysis.

Massive data storage is provided by the use of two automapedibraries, located
in the two above mentioned halls. The first one with 12 drives 3000 cartridges, the
second one with 6 drives and 3500 cartridges. The total ptesgacity isv 1 PB. Data
storage on disk is also available for a total capacity of 1@8) mainly used for DST
staging.

Computing power is provided by a farm of 220 IBM PowerPC pssces, for a
total of about 140 kSI2k. During data taking about/b0f the power is used for the
quasi-online data reconstruction, while the rest is lefltinte Carlo or physics analysis.
Data analysis is performed using the KLOE AFS cell. Netwagkhas been built with a
LAN and SAN for data access using fiber channel for disks apelsta
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Since the year 2000, the system operates 24 hours a day 7 daekaexcluding
short periods of programmed maintenance. It is run by a tdahree people (two staff,
one temporary contract) who are expert members of the erpati The LNF Computing
Centre only provides a link to the external world. Air comatiing and UPS are under the
responsibility of the Laboratory.

3.3 ATLAS Proto-TIER2

The Laboratori Nazionali di Frascati host an ATLAS compgtfarm, that was one of
the four Atlas TIER2'’s proposed for approval in 2005. Afteria depth scrutiny, INFN
approved three of the four centres, putting the Frascatisirm in stand by as a “Proto-
TIER2", pending the realization of the infra-structuravdlpments needed for the in-
stallation of all the computing hardware foreseen for anlesime approved TIER2.

Despite its proto-TIER2 status, the Frascati farm parit@p fully to all ATLAS
TIER2 activities as a member of the Italian ATLAS TIER2's éedtion. The ATLAS
Computing Model makes substantial use of Grid Computingepts, thereby allowing
the same level of access to data and computing resourcdsmeralbers of the ATLAS
Collaboration [3], following the general model describadeéction 2.5.

The ATLAS off-line and analysis computing model is a hieracal multi-tier model
that consists of one TIERO and 10 geographically distridbdi=R1; each TIER1 is cou-
pled with3 — 4 TIER2. A typical TIER2 is made by a set of nodes configured agesge
or computing nodes, and a set of disk based Storage systeémesGid middle-ware is
suitably customized and regularly updated with the lastNNGErid release. All services
defined by the ATLAS-Grid community are installed and rumniiThe ATLAS specific
software is centrally managed by the experiment.

The ATLAS farm relies on the network and computing servideastructure pro-
vided by the Laboratory’s Network and Computing Serviceichtalso provides support
in hardware purchasing and commissioning, and in Grid neiadeire and Operating sys-
tem upgrading activities.

The total amount of computing capacity, including the mesent acquisitions of
2008, is 170 kSI2k and 64 TB of raw disk (i.e. 6% the size of adgipATLAS TIERZ2 in
the year 2010).

This hardware is housed in one rack for the servers and cangpobdes and an-
other for the disks. Both racks are part of the LNF computimg) metwork infrastructure,
and both have local Ethernet switches that are attacheded @sbps link core switch.
Table 3 summarizes the available computing resources.

The proto-TIER2 manpower consist of 0.5 FTE from the C&NStfe@ manage-
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Table 3: Summary of existing hardware resources in the Ataso-TIER2 farm.

Nodes/Cores kSI2k Disk (TB) OS SW/LIB MODEL
15/78 170 64 SL gLite (INFN-GRID)  GRID

ment of operating system, Grid middle-ware and StorageeByst additional 2.0 FTE
from the experiment are responsible for the experimentipassues like accounting
management, production flow, farm monitoring, Federatioth @rid meeting participa-
tion etc.

For urgent requests, the ATLAS personnel also takes casestdrm updates, always
in cooperation with the Network and Computing Center. Meegdhey interface the site
with the INFN GRID community and the “Federazione Italian&R2 di ATLAS”. A
further 0.5 FTE is involved in a centralized Data Managenaetitity for all the ATLAS
community.

3.4 CSN-1 Other Activities

We summarize here the existing computing activities of O8N-1 groups at LNF
which have less impact on local centralized resources.

We start from the LHCB experiment, whose computing modefSfimilar to that
of the other LHC experiments, with a CERN based major TIER{ree where the cen-
tral production of data is performed, a series of 6 other TlERntres geographically
distributed for reconstruction and user analysis, and abeurof TIER2 regional cen-
tres. One important difference with respect to the otheegrgents, is the fact that the
TIER2 regional centres will be exclusively devoted to Mo@&rlo production. In Italy,
the LHCb TIER1 and TIER2 centres are both hosted at CNAF, drahalysis activities
of the Frascati group therefore are and will be done at CNAf#@ron personal worksta-
tions on site. The LHCb group does not envisage any majoriuse &CS resources.

At LNF there is a research group involved in the R&D effort fioe detector of the
SUPER-B project. The group is involved in the study of thet@rtracking chamber
and has taken the responsibility of the development of tmeilsition tools for the whole
detector. This software activity has already started aridday mainly concentrated on
the development of the source code; the work is carried aogysersonal workstations
running Scientific Linux.

The NA62 group is presently involved in the constructionha& apparatus, therefore
there is no activity that requires any specific computingueses.

The CMS Collaboration searches for the Higgs boson and farpaeticles at the
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CERN Large Hadron Collider (LHC). CMS utilizes a GRID-baseulilti-tier computing

model [6]. The CMS Frascati group plans to use local comgutasources for physics
analysis. The Frascati group is involved in the study of fstates with di-muon pairs,
profiting of the expertise of CMS muon detectors, in paracwi-muon pairs from Z0,

J/¢¥ andY decays. The group presently uses Frascati resourcestéifyita personal

workstations, AFS disk areas for storage of small root @édsasnd it relies heavily on
the CERN computing infrastructure.

The CDF Collaboration studies top quark physics and seaifciehe Higgs boson
at the Fermilab Tevatron Collider. The CDF Frascati grougdyasis interests cover topics
in B and highp; physics. CDF reconstructs raw data and stores it on Fermalsident
tapes. Each analysis group builds the ntuples of theirestarsing the CAF, a comput-
ing farm at Fermilab. For Monte Carlo simulation only, CDFesision-Fermilab farms,
such as the CNAF in Bologna(ltaly), where sub-skims of isgéfor the Frascati analysis
are also stored for easier accessibility. Personal warkstare used to perform local
analysis on root ntuples.

3.5 CSN-2

The CSN-2 activities can be grouped in two main areas: grdaseéd experiments and
space based ones.

Ground based current astro-particle activities at LNFifi2lude the search for grav-
itational waves using resonant bars (Nautilus/Exploneeytrino physics underground
(Opera, Icarus, BENE-INFN) and underwater (Nemo).

The only on-site experiment at LNF is Nautilus, which is rimce a decade from
the ROG Collaboration and, therefore, implements a weHdidished and longstanding
computing model. The main task of the online computing isaldiltering aimed at the
identification of burst-like (impulsive) events in a singletector. The current Nautilus
data storage is of2 TB/y including also simulated data and waveform catal@ggHe
astrophysical sources.

On the other hand, Opera at LNGS is an experiment based osarusmnulsions
and, therefore, implements a quite unusual computing mdded most challenging tasks
are image processing and track reconstruction at the épticaoscopes that scan nu-
clear emulsions. The microscopes (two of them are locatédN&) are equipped with
dedicated graphic cards and front-end CPU’s. Raw data eoeded in a local ORACLE
database and filtered data are transferred to the Operalcdatabase. The latter is lo-
cated at LNGS and mirrored in Lyon (France). At present, ORERBes not make use
of common computing infrastructure at LNF: emulsion datasaored in the microscope
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local machines and electronic detector data are processtgkionline LNGS cluster.
LNF, however, is currently responsible for the reconstarcof the electronic detector
data and, therefore, also of the offline processing. Futaveldpment that can involve
directly the LNF Scientific Computing Center are discussefiection 4.2

Computing needs for other activities such as Nemo and Iarugquite limited and
do not require specific common resources.

Space based current LNF activities include two experimentzas: the consoli-
dated astro-particle physics program of Wizard, culmidatehe Pamela mission, and a
newer effort concerning gravitation physics in the Eartbev system. The latter activity
includes Lageos-Lares, MoonLIGHT, part of NASAs “Lunarr8e Science Opportunity
Program” and Magia, a candidate for an ASI “Small Missionimio Phase A. These
experiments expressed their interest in developing peajbint computing resource for
astro-particle physics and gravitation experiments ircepa

Pamela’s computing activities are shared among a mainekmated at CNAF and
the INFN Sections of Romaz2, Trieste, Firenze, Napoli and. Barsoftware, data produc-
tion and distribution are exclusive responsibility of INAD&ata reduction and simulations
are largely done in a non-GRID environment, but there is anqt@l interest in migrating
them to GRID.

The data storage system used is CASTOR, that is presenthatimg to STORM.
The data flow from Moscow is 5 TB/year. Currently, the Fraisgedup is accessing re-
motely the computing resources, and dedicates abd#TE to the software maintenance
and installation.

The Pamela group is interested in starting up a local arsafdivity in collabora-
tion with the Tor Vergata groups of Pamela and of Solar Plsy&icstudy positron and
anti-proton momentum spectra and correlation of PAMELAncmsray spectra with im-
portant features and variations of the solar activity.

The data analysis of the gravitational experiments coveeettopics: theoretical
calculations; orbit reconstruction using the free datalpots of the International Laser
Ranging Service and the calibration of the laser ranging tdten at the LNF SCF space
facility. Part of the software involved in this work runs werdVindows OS and part under
Linux OS. The thermal and orbital analysis is now performe@adell Workstation with
Dual Core 3GHz Xeon processors used both for code develammdmproduction.

3.6 CSN-3 - Nuclear Physics Computing Centre

In the last ten years, the needs for raw data processing d¢arughysics experiments
operating at intermediate energies (several GeV) haseshteregime where hundreds of
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TB raw data storage and large amounts of computing powerearnadded.

The typical computing approach used to cope with this dadaysstion rate is a
locally distributed computer cluster running Linux. On topthis, a batch submission
system such as LSF or PBS is installed to allow massive jobugixen.

For new generation nuclear physics experiments such as RIACCERN and
PANDA at GSI, the traditional approach of local distributammputing is clearly insuf-
ficient. Such experiments use a geographically distribatedputing approach to cope
with the storage and processing of multi-PB raw data setachnthe PANDA experiment
will produce roughly around 0.5 PB/yr, while ALICE will rea@PB/yr.

The middle-ware that grants a transparent access to thdwidd distributed com-
puting and storage resources composing the computing GRARICE and PANDA has
been developed by the ALICE collaboration and is knows aB®{ALIce Environment).

Non GRID-aware nuclear physics experiments (such as AIACE.AB or HER-
MES at DESY) run their offline analysis tasks on large clisstestalled at the sites which
host the accelerator machines. Smaller replicas or clditbe onain cluster are run at the
other collaborating sites, without any special coordmaamong them.

The operating system is almost always a Linux distributtbie, most popular re-
cently being Scientific Linux (SL) from SLAC and CERN. Amortgetmost used pack-
ages and libraries used in the nuclear physics field we cath&subiquitous tools such
as ROOT, CERNLIB, CLHEP, different generators (PHYTIA, HNG, FLUKA,
GARFIELD...) and compilers.

The experiments named above constitute the large fractitreacomputing power
requests coming from the nuclear physics group at the LNFaaseldicated computing
facility has been set up for this purpose. This facility isdted into al6m? dedicated
room in building 22. The room is air conditioned and eleetiticcontrolled/protected. A
dedicated dual-pump heat removal system (400 kBTU/h) gramtadequate air temper-
ature (8C°) while a dual, redundant UPS system of 16 kVA fed by the LNFij@ged
electrical up-link grants a nearly 24/7 operation.

The files servers are based on the NAS technology and expeitsvblumes via
NFS (UNIX) and CIFS (WINDOWS) for a net total of 20 TB. Part dietvolumes are
also backed up on LTO2 tapes using a hode equipped with a 88GBI robotic library
and a specific software (CA Brightstore ArcServ).

The computing cluster is composed by a 14 nodes runnincgh(sligdifferent ver-
sions of Linux. The OS versions will be aligned when and if teenputing model will
require such operation. The nodes have different CPU aathites: the older machines
run dual HT Xeon while the newer machines run four 3.1 GHz BZale Xeon or two
Quad-Core 1.86 GHz Xeon. The total CPU power is evaluateghard33 kSI2Kk.

19



Table 4: Summary of hardware resources of the CSN-3 groapted in the Building 22
computing centre.

Experiment  Nodes/Cores  CPU (kSI2k) Disk (TB) OS SWiLib Mode
AIACE 3/24 48.0 11 SL  Open SRC Inter./Batch
HERMES 7120 34.0 3 SL  Open SRC Inter./Batch
ALICE 3/24 48.0 6 SL  Open SRC GRID
PANDA 1/2 03.0 - SL  Open SRC GRID
Total 14/70 133.0 20

Table 5: Summary of hardware resources in the FINUDA cogriiom.

Experiment  Nodes/Cores  CPU (kSI2k) Disk (TB) OS SW/Lib Mode
FINUDA 6/52 120.0 25 SLC Open SRC Inter./Batch

FINUDA has been using the building 22 Linux cluster only foeir Monte Carlo
production. Their raw data storage, processing and offlra¢yaes are instead performed
on a 6-nodes, 44-cores custom cluster running Scientifiaxiacated into the FINUDA
counting room. The total computing power of this system &wated around 120kSI2k.
The FINUDA group also manages a backup/mass storage systeed lon one 32-slot
LTO3, FC roboaotic library controlled via AMANDA.

Other experiments such GRAAL and SIDDHARTA run their offliapalyses on
dedicated high-end (Xeon) workstations administered byptrsonnel directly involved
in the experiments while AMADEUS and VIP will entirely relpnehe KLOE2 computing
model.

In Tables4 and 5 we summarize the available hardware researwd the software
environments of the various experiments.

3.7 CSN-4 - Theory Group Computing Cluster

The research activity of the theory group is divided into twmain areas: theory and
phenomenology of high energy physics, theory and phenologyof condensed mat-
ter and many-body systems. More details can be found in taschti activity report
[2]. All of them need strong computing efforts to calculatgaqtities of interest to be
compared with the experimental data coming from differequegiments running inside
and outside the Frascati National Laboratories. For exentipé condensed matter group
activity which is mainly linked to the Synchrotron Radiatiexperiments to provide the
best theoretical framework for the interpretation of theadaming from different spec-
troscopies, typically needs the inversion of big matricesre than 1000x1000, complex
double precision) to calculate the whole energy spectrumtaiic clusters formed by
hundred of atoms. This must be done for many different easrgnd several geometrical
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Table 6: Summary of existing hardware resources of the C8hirfputing cluster.

CPU/nodes CPU (kSI2k) OS SWILIB
14/28 29 Linux Score

configurations of the atomic cluster. For these reasonsethpplications work in a MPI
environment and can be considereded parallel applications. The theory group in the
last several years has built and maintained a small clubtbree servers for a total power
of ~ 29 kSI2k. Table 6 summarizes these data.

These servers are supported by a data storage on disk fa@l aapacity of 1.2 TB.
Everything are inserted in a rack located in a very small raothe high energy physic
building provided with air conditioning and power supplyt the moment the condensed
matter group is the major user of the whole cluster.

3.8 Accelerator Division

At the present time computing resources in the Accelerataisidons are relatively lim-
ited, mostly due historical reasons and lack of man poweethaite to the management
of a centralized system. Most of the calculations for CNAOF3, DAFNE and SPARC
have been typically performed on large personal workstat{d-core) or, partially, on the
C&NS cluster. Other more demanding ones have been perfoomethchines hosted by
large computer centers (KEK, Berkley, UCLA). For exampteperform a scan in the
machine parameters space to obtain a map of operating poimP\FNE, a 2 week run
on 30 dedicated CPUs lent by the Tor Vergata University cdempentre were used.

3.9 Summary

The result of our review is summarized in Table 7, which déscwhat computer re-
sources are being used, and in Table 8.

We find that there is a limited amount of computing power aldé from the
present LNF Computing Service, which is being used to sonbenédxy people in the
RD and the AD. KLOE has a large independent computing centeaaged by people
belonging to the experiment. The LNF computing centre hetise Atlas Proto-TIERZ2,
which is supported mostly by people from the experiment,absh receives support by
the LNF C&NS. The nuclear physics community is using a reddyi large computing
cluster housed in Building 22, and managed by 2 people pag, twhich serves all the
CSN-3 experimental groups present at LNF. Finally, thehgooup is running a smaller
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Table 7: Summary of existing computing resources at LNFabdd to scientific com-
puting. The CPU rating expressed in kSI2k are approximabd&ep consumption per
CPU and TB may vary depending on the age or type of the hardusseé. The KLOE
hardware is located in two different buildings; the hardsvarthe computer centre hall is
only disk storage.

Nodes/Cores  CPU(kSI2k) Disk (TB) Tot Powdi{V)  # racks

KLOE 37/184 140.0 100.0 40.0

C&NS 6/22 15.0 54.0 8.0 1.0
Atlas Proto-TIER2 15/78 170.0 64.0 14.0 2.0
LARES 1/2 3.1 1.0 1.0 0.1
AIACE 3/24 48.0 11.0 3.0 0.4
HERMES 7120 34.0 3.0 4.5 0.3
ALICE 3/24 48.0 6.0 2.7 0.3
PANDA 1/2 3.0 0.0 0.5 0.1
FINUDA 6/52 120.0 25.0 4.8 2.0
Theory Group 14/28 28.0 1.2 7.0 1.0
Total except KLOE 52/224 434.1 165.0 45.5 6.2

cluster of machines which are managed independently by gl@eworking part of the
time.

In total there arex 2.8 FTE presently working on the maintenance of the various
existing computing infrastructures, includitigh FTE, out of its total manpower of
FTE, dedicated by the C&NS to the support of the Atlas PrdteRR. The present level
of support from the C&NS should continue at least for theiahistartup period of the
Scientific Computing Service, until dedicated manpoweesoded to it. The expertise of
the people presently involved ranges from basic operaystem and hardware support
skills to high-level GRID software tools.
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Table 8: Summary of existing computing resources at LNFabdd to scientific com-
puting. The manpower is divided in support to the group-sjgesoftware and hard-
ware/software management of the systems.

Total Group SW Sys. Manag.

KLOE 3.0

Computing Service 0.5 0.5
ATLAS 2.5 2.0 0.5
LARES 1.0 0.75 0.25
AIACE 0.4 0.2 0.2
HERMES 0.1 0.05 0.05
ALICE 0.4 0.2 0.2
PANDA 0.1 0.05 0.05
FINUDA 1.5 1.0 0.5
Theory Group 0.5 0.5
Total except KLOE 7.0 4.25 2.75

4 Review of Computing Requirements of Research Ac-
tivities at LNF

In this chapter we review the possible future evolution & tomputing needs of the
research groups at LNF.

First we have identified a number of activities which couldriediately benefit
from a prompt realization of the SCS, as the hardware resswould be immediately
installed and put online in the new structure as soon as thisgdbecome available. We
list them in Section 4.1.

Then we discuss in Section4.2 how these activities couldvevover time and
identified which new ones could need significant computintheafuture and add to the
existing ones.

To complete this exercise we picked a starting date to setrtteescale. We chose
July 1%¢, 2009 as our working hypothesis, as it comes about twelvetimsafter the pub-
lication of this study, a time we reckon sufficient for the leypentation of the first phase
of the plan we propose in Chapter 5, if accepted.
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4.1 Immediate Needs

We present here all the outstanding requests for compugisgurces that could be ful-
filled if the Scientific Computing Centre is approved and etdstart operations on July
1st, 2009.

4.1.1 ATLASTIERZ2

The timely realization of the infrastructure could allovetfull deployment of the LNF
ATLAS TIERZ2, that could be dimensioned, e.g., like the |lggpr@aved ATLAS TIER2
in Milan. With the new purchases programmed in the seconfldi&008, the Milan
TIER2 will provide almost 100 TB of storage disk and 289 kQIPEPU, which is about
double the actual disk space and CPU power of LNF proto-TI|BREstill less than half
of ATLAS requests for a TIER2 in 2008.

For what the internal network infrastructure is concerribd, ATLAS TIER2 are
presently upgrading their internal network to 10 Gbps cotiogs between racks con-
taining computing nodes and storage servers.

4.1.2 CSN-3 Cluster

The Nuclear Physics Group cluster can be transferred froidiBg 22 to the new SCS
structure without any particular problem. Besides the obsimove of the storage and
computing elements (three 42U-racks filled7att capacity), the transfer may also in-
clude network switches, the racks themselves and UPS waliish may be usefully
re-employed during the start-up phase. The CSN-3 grouptéseisted in establishing
synergies with other computing farms which have similar pating models and which
will be transferred into the SCS room as well. The exact edaéthe overlap will be de-
fined after the start-up phase. Moreover, the nuclear clustiehave the chance to scale
up in a cleaner way, smoothly migrating to more efficient qunfations (for instance,
leaving NAS storage in favor of SAN). The only component vithicay be retained into
the previous location in building 22 is the backup systenthauat any significant impact
on the new planned setup, since the backup server is netvesddband does not have
to reside physically close the storage servers. This seiligivery specific and run by
dedicated hardware and personnel.

The Finuda offline system can be easily contained in a sirzgle. rSince this sys-
tem is also used for some critical online tasks, its trantfehe new SCS room is not
convenient for the Finuda group. Nevertheless, if the priestline computing capacity
should double in the event of a third Finuda data taking tumjnstallation of new worker
nodes and disk servers may be done in the new infrastructure.
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4.1.3 CSN-4 Cluster

The realization of the infrastructure could allow the acommdation of the existing cluster
in the new building without any problems. At the same timettieory group could use
the financial support asked to the national INFN CSN-4 todoaitluster formed by 11
dual core servers, which will increase the group’s comgutiapability to satisfy the
immediate needs for the software developments of the Caedellatter group and for
starting the non-perturbative QCD numerical studies of Qu@Mattice simulations.

4.1.4 CSN-2 Space Physics

As soon as the SCS will become available, the joint spacag@hgnalysis at LNF (Pamela
data and LARES/LAGEOS orbits) could immediately begin. Tésources needed for
this program amount to one quad core server running Linuxdah8 of storage capacity.
Work on Pamela will start on satellite data already avadabARES work will start first
on LAGEOS data, available since 1976, for which a total oftaldoTB of storage will
be needed, including control samples from other satell@esmcerning the initial LARES
data rate in 2009, there are no official estimates from theSlaRthis time.

For the LARES-LAGEQOS work on thermal backgrounds, modebhtaser rang-
ing and theoretical predictions, one quad-core serveringnwindows OS and 2TB of
storage are needed.

For the thermal, orbital and spin analysis, there is an ungeed to separate devel-
opment on the existing workstation from batch productiorttenrequested server.

These resources will be used also for space technologyiexgreis of CSN5, Alt-
Criss and ETRUSCO, in which the same PAMELA and LARES grougsiavolved,
respectively.

4.2 Evolution of the Existing Research Activities

We describe here what are the possible future developmesdroputing needs beyond
the startup phase of the SCS.

4.2.1 KLOE-2

An experiment to test a new interaction scheme for DAFNE rsesly under way. The
goal is to increase the luminosity of the machine by a factaatdeast 3. Under this
hypothesis, a proposal for the continuation of the KLOE jpdg/program with an up-
graded detector has been presented to the Laboratory (K)OBperations can start as
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early as Spring 2009 and can last up to year 2012-2013. Takawiount of data (real or
simulated) will be a factor 10 larger than that handled as@mnéfor KLOE.

KLOE-2 will make use of the previously described KLOE conmpgtimodel (see ).
A detailed plan for upgrading the system at the required lea® already been elaborated.
The needed technology is already available on the markdipth storage and computing.
There is no need of new space, since the new hardware cand®moclated in the two
existing KLOE computing halls. However cooling and UPS pomest be upgraded (see
discussion of the infrastructures in Section.5).

4.2.2 ATLASTIERZ2

According to ATLAS computing plans, in 2010 ATLAS TIERZ2’seaexpected to have
reached a long term configuration with 800 TB of disk space BsaD kSI2k of CPU
power.

The ATLAS TDR foresees an important increase of resource20@2, almost a
factor 1.4 both for computing power and storage capacity.difficult now to evaluate
the total need of electrical power and conditioning cagao#quired in 2012. Old nodes
will be replaced by future developed apparatus that cleaillyconcentrate more disk
capacity or computing power in the single units, requiriegslelectrical and conditioning
resources.

Taking into account that the previsions contained in thisutheent made references
to the present electrical requirements of the apparatusonetexpect to require more
than the given specifications.

4.2.3 CSN-1 Other Activities

In the next two years the Super-B group will be involved in BR&D work finalized
to the writing of the Technical Design Report of a detectartfee Super-B accelerator.
This work has already started with the study of the centadking chamber and the
Monte Carlo simulation software. As soon as the initial ghafssoftware development is
complete, the group could use the available resourcesgedyrom the SCS to generate
Monte Carlo events to study detector effects and analyzeiptighannels relevant to the
definition of the detector performances. A preliminary restie of the resources which
would be required for this activity is the equivalent of 8 Clebres and 2 TB of disk
space.

The reconstruction of the data for the NA62 experiment wdldone at CERN.
The local group could benefit from 1 server quad core with ARG & TB disk storage
dedicated to data analysis. With these resources the ube @ASTOR tape system at
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CERN by the local group could be minimized and the analyssitly sped up.

CMS utilizes a GRID-based, multi-tier computing model . [he CMS Frascati
group plans to use the resources of the scientific compuéngce for on site physical
analysis activities (event selection studies, fitting,egation of small samples of Monte
Carlo specific signal events, etc). For this purpose, a redde preliminary estimate
would be 70 kSI2k of CPU and 20 TB of disk storage. For this w@KIS requests
system support of common use libraries in analogy to ATLAI% Tanpower needed is
very small.

CDF reconstructs raw data and stored them on Fermilabenessidpes. Each group
builds the ntuples of interest using the CAF, a computinghfat Fermilab. For Monte
Carlo simulation only, CDF uses non-Fermilab farms sucha@©NAF, where sub-skims
of interest for the Frascati analysis are also stored faeeascessibility. Personal work-
stations perform local analysis on root ntuples. The alpditg of a serious support from
the Frascati Scientific Computing Center will allow to mowedlly skimming and fil-
tering, as well as a better efficiency in Monte Carlo simolati CDF Frascati requests
infrastructures to host computing and storage with size1@lkof CPU power and 8 TB
of disk space, for a total one-rack physical space.

4.2.4 CSN-2 Ground Based

The gravitational wave analyses performed in resonanthzams been mainly carried out
seeking for burst-like sources. The computing challengesease substantially when
searching for non-impulsive sources and they are maingtedlto the determination of
Fast-Fourier-Transforms for long periods of time. An estieolmade by the ROG collab-
oration of the requested computing power for a non-impalsimalysis of the resonant
bar data is of about 100 kSI2k and, therefore, could be aclisheg using resources
available in a Scientific Computing Center.

For what concerns Opera, common computing resources ceutdfiioited effec-
tively for data and Monte Carlo processing downstream th&BN.yon central database,
aimed at the production of ROOT files with high-level dataatiggions (OPERA Data
Format).

The production storage (Monte Carlo and Data) assuming 299 af data taking at
nominal CNGS intensity would not exceed 3.5 TB/y and the CBWgy needed is of the
order of 30 kSI2k. Therefore, in the medium term (2009-20@BERA-LNF considers
with interest the opportunity to have a computing centre agarg a cluster aligned with
CERN for what concerns operating system, batch systems antenance of the most
common HEP libraries.
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Finally, it is worth mentioning that in the framework of BENRFN it has been
considered the possibility of exploiting laser-plasmaedé@@tion techniques for non-
conventional neutrino sources. These studies were basgartinle-in-cell (pic) sim-
ulations done in JAERI-Kansai (Japan). Dedicated pic sathurhs at LNF could be done
sinergically with other laser-plasma acceleration redegarogrammes related to the ex-
ploitation of FLAME.

4.2.5 CSN-2 Space Based

Space physics analysis at LNF is motivated by the avaitgtofiPamela data and by the
new space test facility, the Satellite Laser Ranging Charaation Facility (SCF), to be
expanded to become a Space Laboratory inside a clean room.

The total manpower of space experiments is about 10 FTE elméixt three years
the group plans to exploit the full range of analysis topitshe field of astro-particle
physics and gravitation physics in the Earth-Moon systeomfuting resources will be
used also for other CSN-5 space activities: SCF charaateyiz of laser retro-reflector
payloads of Galileo and GPS (Etrusco experiment); BTF catiibn of astro-particle pay-
loads for the International Space Station (Alt-Criss ekpent). These planned activities
translate into the following additional needs: one QuadeC¢teon Server running Linux
OS, with 10 TB of storage for astro-particle and gravitatitaa analysis, and one Quad
Core Xeon Server running Windows OS, with 10 TB of storagestqrerimental calibra-
tion and for thermal background analysis.

Longer term requests will be assessed in 2010, when the sasalprk will be
consolidated.

4.2.6 CSN-3 Cluster

The dimension of the Nuclear Physics cluster will most fkdbuble in the next cou-
ple of years. This infrastructure will indeed follow the upde path foreseen for those
experiments which, having ended their data taking rund, emter their final analysis
phase. Moreover, the local Alice group which is fully comiesitinto the electromagnetic
calorimeter Monte Carlo simulations, will also need insiag their computing resources
up to~200 kSI2k of computing power and 150 TB of storage. A significaontribution
may come also from Panda which has already performed a GRHXHallenge run, and
will need more resources for Monte Carlo simulations. A oeable figure in this case
is ~100 kSI2k and 10 TB of disk space. Considering the very goagalof the 12 GeV
upgrade plans for J-Lab, also the Aiace experiment hasfignt figures: roughly 50
kSI2k and 10 TB of disk space. Finuda may have to face ano#ssos of data taking
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with the RUN Il and the dimension of its installation will ¥ to double, which will
mean additional 120 kSI2k and 25 TB of disk space.

4.2.7 CSN-4 Cluster

The theory group will be forced to increase his computingatéy in the near future
because new theoretical activities, based on non-pettuelraumerical studies of QCD
by lattice simulations, are starting now in connection i@ new experiments carried out
at LHC and inside the Frascati Laboratory. They will needramdase of the computing
power and data storage of at least a factor of 5 to be completélled. For this reason,
the upgrade foreseen at the startup of the SCS will have tollosvied by another bigger
one.

It must be noted that this request is in agreement with thyof the national
Scientific Committee that is already supporting similatiatives within different INFN
sections and laboratories. The new cluster cannot be acodated in the small room
actually used by the theory group, for this reason it becomei@ to move our servers in
the new building, provided with the right supporting tooldere all clusters devoted to
the scientific calculations will be located. The new clusteist save the MPI environment
to still run real parallel applications, and, at the sameetithcould become member of
the Virtual Organization named Theophys to increase thahility for farm-computing
applications.

4.2.8 Accelerator Division

In the near future, the largest need for CPU power for thelaer group will come
from Dafne, Sparc-Lab (Sparc, PlasmonX, Flame, Beat&nd SparX projects.

For DAFNE the main requirement in terms of CPU power comem ftioe need of
beam-beam simulation and electromagnetic beam dynanmmuadation: both electrons
and positrons beams must be simulated with their intenastamd behaviour after hun-
dreds millions of turns. This type of studies are now crutmdind the best working point
of the machine.

For both Sparc-Lab and SparX, the computational needs camelfeam dynamics
and plasma simulations. For example, a complete simulagiguired by the PlasmonX
group needs a computing power of the order of 500 kSI2k. Mamgputation of the
Accelerator Division could be performed using the resositbat will be made available
at the SCS. Often these calculations use proprietary smtpr@grams that need special
installations and are subject to licenses. The SCS coukl aakr the management of
license acquisition and distribution. The centralizatidthese tasks optimize the use of
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Table 9: Summary of computing resources available at threugtaf SCS, on July1#,
2009.

CPU(kSI2k) Disk (TB) PowerkW)

ATLAS Proto-TIER2 289.0 100.0 24.0
CSN-3 Cluster 133.0 20.0 23.0
CSN-4 Cluster 72.0 1.2 13.5
CSN-2 12.0 8.0 1.5
Grand Total 495.0 129.2 62.0

Table 10: Computing resources required in 3 years from today

CPU(kSI2k) Disk (TB) PowerKW)

CSN-1 1640.0 828.0 75.6
CSN-2 205.0 35.0 4.2
CSN-3 911.0 261.0 31.4
CSN-4 380.0 6.0 13.5
TOTAL  3136.0 1130.0 129.2

human and financial resources.
Moreover, additional ad-hoc resources could be added amé&ily hosted in the
new structure, as the Accelerator Division requiremerasvgn time.

4.2.9 Synchrotron Radiation Facility

No special computational requirements come from the syrticim radiation light facility
users: typically the amount of acquired data during expenits is small and users will
bring their data at home for the analysis using network arféle Dads.

4.3 Summary

We can summarize the results of our survey of the future rements in three tables,
which represent the expected amount of resources at thiestithe SCS set on July?,
2009 (Table 9), in three years from now (Table 10), and in fe@g from now (Table 11).
We have assumed that the Atlas group will get in 2009 the sawe df financial support
received this year, that the CSN-3 cluster will be transiéras is and that the theory
group will be granted the funding for a first upgrade of thespre cluster. The CSN-2
resources are those required by the space physics adjwitlech could be acquired in
early 2009. The numbers summarized in Table 10 assume tB@0Mthe Atlas TIERZ2 is
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Table 11: Computing resources required in 5 years from today

CPU(kSI2k) Disk (TB) PowerKW)

CSN-1 2240.0 1148.0 109.1
CSN-2 205.0 35.0 4.8
CSN-3 1460.0 530.0 29.7
CSN-4 380.0 6.0 13.5
TOTAL  4285.0 1719.0 186.9

approved in full, and therefore will scale up gradually iresto equal the other approved
centres over the following two years. The resources regate those requested by the
Atlas computing TDR for the year 2010, which in our workingaexle coincides with
the solar year 2011; we think this is consistent with the yllaapproval of the Frascati
site. It is also assumed that the Alice and Panda compultitigitees is increased and
funded to scale up resources from the current levels. Waaemalso the eventuality that
the theory group receive enough funds to be able to scaleaip@#U resources by a
factor of 5. The numbers summarized in Table 11 take intowatca significant4 40%)

in the Atlas TIER2 resources and the CSN-3 cluster reaclsrfgnal configuration; both
these assumptions are of course subject to verificationmreydnot become true. On the
other end, we assume no further increase in the resourceibyuCSN-2 and CSN-4
activities as there are no reliable estimates now. It ishvypointing out that all the power
consumption number are computed based on today’s technalbigh most likely will
be subject to improve in the next five years in the directioles$ power consumption per
unit computing power; similar considerations hold for thekdapacities and densities.

All'in all, the two highest SCS potential users appear to leeGBN-1 and CSN-3
groups, which are dominated by the Atlas TIER2 and the Alicé Banda computing
clusters respectively.

While the CSN-1 numbers include the requirements of CMS ab& @hich are
of some relevance, we also recorded a relatively large nuofh®inor requests coming
from other smaller experiments in all the CSNs. Given thas#érepresent a small fraction
(=~ 10%) of the total computing power of the SCS, they can easily bderavailable to
all users, in the form of interactive and batch access, ubimglready deployed hardware
thus realizing the synergy that the SCS will bring about.
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5 Scientific Computing Service

The goal of the Scientific Computing Service (SCS) is to pteyiat the same time,
computing support for research activities requiring gapyically distributed computing
(GRID-aware) and local distributed computing.

From the survey performed on site described in Chapter 3,ave tdentified and
characterized a number of already existing “dedicated”mater resources.

Many groups run similar or largely compatible systems wiwclild greatly benefit
just by sitting side by side into a common framework; the gaiterms of optimization
of running and infrastructure costs is clear and could bkzezheven at the SCS start-up.

But the optimization will be even greater when the partitippsystems will have
to be scaled up to cope with the increased computing needscepby the evolution
of the computing activity of the various research groupssi@es the obvious sharing
of infra-structural costs, and scale economies in purcgasomponents, the de-facto
compatibility among the computing models observed in masgs could lead to a partial
sharing of the resources.

We consider different phases in the deployment of the SCS3ar& g phase in
which the most immediate needs can be accommodated wittetirmanpower and cost
and a subsequent phase in which the system can be scaled egptoraodate the com-
puting needs of existing or possible future activities irnaet scale of the next 3 to 5
years.

5.1 Deployment Plan

We discuss here a possible evolution with time of the SCS #niticipated that at the
startup the different groups participating to the projedt wansfer their existing re-
sources into the new infrastructure. At that time, the dv@@mputing power of the
system will just be the arithmetic and incoherent sum of #rigipating subsystems.

As we have mentioned in the previous sections, we chose Jyh2009 as the
starting date. We recommend to deploy all needed infrastres in the SCS hall before
the first racks are put in; this means fitting the SCS hall wihttha plumbing and wiring
needed by power and cooling systems which can cope with thedkpected loads. In
this way these systems can be up-scaled with time as the ¢ogpesources (thus power
consumption) increase by just changing elements like peswgplies, UPS, transformers,
fan-coils, etc., without performing any major civil engareng work in the hall.

We estimate that about 1 year will be necessary from the tiraelecision to go
ahead is taken and the first operation of the facility; thisildanclude the realization of

32



the final engineering project, the bidding process and theahoealization of the infras-
tructures.

Assuming that the decision is taken no later than July 2008 sets the start time
on July 1st, 2009.

5.1.1 Startup Phase: July 1st 2009

At the startup date there will be a number of users ready te sakantage of the new
facility. These are the computing systems that are alreg#yading elsewhere in the
LNF: the CSN-3 and Theory clusters and the Atlas Proto-TIER# computing power
and the corresponding electrical and cooling power neeckediammarized in table 9.

This table also shows the projected increase of requiremarthe first 2 years,
driven by the increase in the TIER2resources, which willydrdppens if INFN approves
a fully fledged Atlas TIER2in Frascati.

It is reasonable to assume that in the first year of this pheese will be manpower
support by the same people who have been supporting thedndhsystems and exper-
iments until then. This means that there will be about 2.8 F3é&e Table 8) working
together to transfer all the machines from their currentspdaf location to the SCS hall.

We think that in this phase there should also be a computicignteian to begin
develop the expertise and know how about the systems opgilatithe SCS, to provide
long term support and take over some of the load from the @xpats’ personnel as the
SCS plateau to a smoother standard operating regime.

This number of people will be necessary and sufficient foijdbe

5.1.2 Phase 2: 2012-2014

In a subsequent phase, between 3 and 5 years from the staetcthuld be more comput-
ing resources at LNF for the Alice and Panda groups. In pdaidhe Alice group may
get INFN approval for the funding of a significant amount ofiguting power locally, as
we report in Tables 10 and 11. Similarly for the Panda group.

If the Atlas TIERZ2is approved during the startup phase, thevould grow and
reach its full operational dimension in 2011, slowly in@eg afterward.

It is important to stress that if not all the resources shadindually be approved
and funded by INFN, the accompanying infra-structural @abte limited to the money
spent in the predisposition of the SCS hall.

As the deployed computing resources augment, so should ampawer. When
the Atlas TIERZ2, if approved, reaches its full size and openal regime, and before
the Alice and Panda systems reach their full size, a secongpGiing technician should
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be devoted to the SCS. One additional technician would bdetekter on, if the SCS
reaches its full size.

5.2 Required External Support
5.2.1 Distributed File System

The SCS relies completely on the support of the AFS Inf.infrell provided by the
C&NS. In the cell will reside the home directories of the SG8rns.

5.2.2 Network and Security

The SCS relies completely on the support of the security aaork infrastructure pro-
vided by the C&NS, which will provide to the SCS machines se@ccess to the wide
area network.

5.2.3 Backup System

The new SCS infrastructure will mainly host production datd despite the thousand of
TB of storage capacity, a full structured backup solutiomasforeseen.

The existing LNF Network Service already provides a fullcked-up AFS area.
This service is supported by two robotic libraries con&dlvia Tivoli Storage Manager.

The “new” user areas of the SCS will be attached to the exgjstiRS tree or may
be backed up installing a Tivoli client on that specific slilsster. The policy is to backup
only the relevant information such as source code and doatanehich do not pose a
significant extra load on the existing backup system. The gawerated or reconstructed
data will not be backed up since it is assumed that a full tisas not likely to happen
(all disk partitions will be RAIDS5 or higher with Hot Spareshoreover, this kind of data
is usually reproducible, if at the cost of some time.

5.3 Infrastructures

5.3.1 Requirements

The document “Service Level Description between ROCs ates’sj4] formalizes the
services that a site provides to its Regional Operationt@eahd vice versa. The docu-
ment is still in preparation but some points are already defined: the site must provide
a minimum hardware configuration and a given set of servitesavailability must be
higher than 95% of solar time, a percentage which is meadwedutine checks cen-
trally executed; software updates installation must bewes within the maximum time
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Table 12: Summary of the evolution with time of the estimgieder requirements of the
SCS operation, expressed in KW.

Year 1/7/2009 1/7/2010 1/7/2011 2012-2014
Total Power 62.0 94.1 129.2 186.9
Extra Load on C&NS hall  53.6 85.7 120.8 178.5
Extra Load on LNF 12.0 48.1 83.2 140.9

agreed with the ROC; the site must provide at least one syatiemmistrator who is reach-
able during service hours and the site must resporidtdole ticketswithin one working
day.

These requirements make a sufficient level of redundanaympating and network
apparata, infrastructures and manpower essential.

The support of all other activities required by the othereegsh activities is by
far less stringent that the one required by a TIER2as farad & redundancy, up-
time, response to user requests etc. Therefore any sehategtiarantees the support
at TIERZ2level is more than adequate for all other activities

5.3.2 Infrastructures

To determine the characteristics of the infrastructuredaeddo fulfill the requirements
described above, we have summarized in Table 12 the mostiampariving parameter,
which is the total power. It is worth noticing that the powequired at the start up of
the SCS obviously includes a large fractiea §5%) which is already supplied (paid) by
the Laboratory as it serves hardware already installed @maimg. From the perspective
of the load on the C&NS building power and cooling systems én@w, the situation is
different as in this case only a small fractios (15%) is already deployed in the hall,
the rest being located elsewhere as explained before. A@geith the total power we
therefore give in Table 12 also the extra load at the C&NS dmadeixtra load on the
Laboratory as a whole.
Based on this data, we propose the solution outlined in th@xdmg sections.

5.3.3 Site

The most favorable location for the SCS is the ground floohef gresent Computing
Centre. Despite the fact that presently the ground floor efiihilding houses (some
unused) offices, the original project foresaw the destmadf the entire building’s ground
floor to be the housing of the computing hardware (CPU, disk#iches, etc.).
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The floor in that area, for example, is an elevated floor witheof the cooling and
power services already installed under it. The same is tuthé sprinkler fire system.

We give here two sketches of the Computer Center ground fioibs present con-
figuration (fig.1, top drawing) and a possible solution to $®the Scientific Computing
Service (fig.1, bottom drawing), which can be implementeddarranging the existing
movable walls. In the proposed solution a hall with an area ab0 m? can accommo-
date up tox 30 racks.
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Figure 1: Present layout of the ground floor of the LNF CompGQentre (top). Possible
layout of the Scientific Computing Centre (bottom).

5.3.4 Cooling Power

The SCS hall occupation will be characterized by low meangya@ensity, so a traditional
configuration is proposed, with water cooled air conditisreending air flow under the
floor. The air distribution should be balanced by accurater ftpids positioning, and a
dedicated computer simulation should be performed to avoidgpots.

The cooling power could be delivered by the near DAFNE ctiilkater system, as
for the existing Computing Centre. At the moment, enougHinggower is available to
fulfill SCS needs, but the reliability and continuity of thergice has to be improved for
the whole Computing Centre.

Among the other upgrades, a backup cooling system is foneeelee realized for
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the sensible users. The installation will be staged as msigiossible to follow the evo-
lution of the SCS; the pumping station, piping, electricaltshboard and connections
should be completed within the first step. Then the coolirdkbp system and part of the
air terminals will be added, as well as the control and supenv updated.

The preliminary design will aim to guarantee the right ajgyoioto the reliability and
the availability requirements of the service, accordinghi® INFN-CCR Guidelines [8]
for the computing center plants. Among the others, it wllegstrong prescriptions on
the commissioning, on the control system and on the maibtityeof the plant. The
preliminary design of the plant could be done by LNF engisgand a detailed project
by a engineering firm is needed for the final bid. The total estimate, including 20%
contingency, is 150 ¥ for the initial stage and 904K for the second phase.

5.3.5 Electrical Power

A redundant power distribution system, which allows to $yggectrical power to critical
loads via a twin source UPS and a standard circuit, is at theeno available in the
Computing Centre building. However, with the present hamnonly a fraction of the
total envisaged load can be powered. For this reason, aradedras been studied to
supply the additional power demand for the new computingogsvof SCS that will
gradually reach 180 KW and provide a redundant power sumplyhie back-up cooling
system in order to reduce the dependability from the maitesys

The study has taken into consideration as much as posséiettilization of com-
ponents where appropriate, and a staging of the deploymichviollows the develop-
ment of the computing centre with time.

The electrical infra-structural work will be split in twodles:

e Upgrade of the substation switchboard and of the buildingcélwoard, with the
extension of the internal power distribution system. Thispas to be scheduled at
the beginning and will deliver up to 100 KW worth of computidevices.

e Installation of a second UPS and a second insulation tramsfoto reach the full
power demand.

In the first stage all the infra-structural work in the congrathall will be completed,
so that all the subsequent upgrade stages will be performeside the hall, thus min-
imizing the disruption of computing service. The total cestimate is, including 20%
contingency, 60 K for the initial stage and 904 for the second phase.
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5.3.6 Network Access

The network infrastructure is made by a set of local switcloe® per rack, intercon-
necting all the computing nodes installed in the rack. Mwee@ backbone switch in-
terconnects all the local switches and provides the cororeatith the computing centre.
At present, network connections are based on 1 Gbps chamiteksr through dedicated
switches or using the general purpose ones already ircstalléhe different buildings
where the computing resources reside now. At the SCS stddcal switches need to
be installed where necessary and some of the existing onelbmusplaced by switches
supporting 10 Gbps ports, in particular where a more perifograccess to the storage is
foreseen.

Table 14 includes a possible scenario for the cost of theor&tinfrastructure needs
in the different SCS phases. The cost is referred to the kestthat should be considered
as part of the infrastructure provided by the Laboratory.

5.3.7 Safety

The envisaged use of the present hall in the computing clatteloes not present any
critical aspect with respect to safety and/or fire hazarde @xisting extinguishing sys-
tem already in place in the building will be sufficient to cowee additional hardware
installation foreseen by the present study. For this reasmsignificant additional cost is
considered necessary.

5.4 Manpower Resources

While in the initial phase of the deployment of the SCS onéanézan will be sufficient,
as he/she would work in conjunction with the people who hasenbso far involved in
running the existing facilities, we estimate that if and wiiee Atlas TIER2is approved
and ramped up to its full operating size, to run the SCS a t#talIT technicians will be
needed, with expertise in the following:

e Linux OS

e Management of local and distributed network architectures

e Job scheduling systems in distributed environments

e Computing and storage resource monitoring systems, lacalslistributed

e Remote managing and OS configuration in a highly distribetadronment
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e Scripting languages (shell scripts, Perl, etc.)
e Management and backup of large data sets
e Management of users programs and libraries
e Personal computer clusters architectures

One additional IT technician, with the same profile, dediddull time to the SCS may
eventually be needed if and when the SCS should grow to itsifid.

The SCS should be led by a software engineer who takes ongpensibility of
the whole service. She/He should keep the relations witlvéineus users and research
groups, provide guidance to the technicians in the groug,paovide a liaison with the
Computing and Network Service.

5.5 Operating Costs

We did not evaluate in details what are the running costsef8@S, but we give here an
estimate of the major contributing factors. The most imgatris the energy consump-
tion for electric power supply and cooling, which is evakdtt 1.5 KE per KWW per
year including both. Another cost is the maintenance of tmaputing hardware, which
however is limited to the hardware which is bought with Laiory funds, as the hard-
ware acquired by the experiments would come with its own teaence contracts. Then
there is the cost of the maintenance of the electrical antingpgystems, which is a small
perturbation of the present operating costs of the existystems.

Table 13 shows a summary of only the dominating costs oveyehes; manpower
cost is not included. The last row of the table show what isabst after subtracting
the present level of power consumption already paid for leyLlthboratory. Given that
presently the electric power bill for the Laboratory runsat.3 M€/year, the extra cost
due to the SCS operation is small in the first two years anésakwly up to~ 15% of
the total electric bill at its very maximum capacity.

Table 13: Summary of the estimated dominating operatintsadghe SCS in k.

1/7/2009 1/7/2010 1/7/2011 2012-2014
Total electric power 93.0 141.0 194.0 280.5
Extra charge on LNF operating funds 18.0 72.0 125.0 211.0
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5.6 Funding and Manpower Profile

To the deployment scheme described in Section5.1 correspfenfunding profile of
Table 14 and the manpower listed in Table 15. The initial cosers all the work needed

Table 14: SCS funding profile in&.

1/7/2009 1/7/2010 1/7/2011 2012-2014

Cooling System 150.0 0.0 110.0 0.0
Electrical System 60.0 0.0 90.0 0.0
Computing Hardware (Networking) 45.0 0.0 20.0 0.0
Total Infrastructure Upgrades 255.0 0.0 220.0 0.0
Operating Extra Cost 18.0 72.0 125.0 211.0
Grand Total 273.0 72.0 345.0 211.0

in the Computer Centre hall, while the cost in 2011 coverswterled upgrades when the
installed power exceed$)0K W, which will only happen then. A fraction of this money
could actually be spent in 2010 in order to smooth out the lerofi

It should also be noted that part of the cost of 2009 inclugesades to the systems
that will benefit not only the SCS but also KLOE-2 and the C&hSfact, some of this
money would have to be spent in any case to allow the upgratied€LOE Computing
Centre infrastructures in preparation for a KLOE-2 high ilmosity run. The operating
cost listed in the Table 14 is only the extra cost with respethe operating cost of the
present computing hardware, as explained in Section 3tigliefore represent the actual
investment of fresh money for the Laboratory.

Table 15: SCS manpower profile.

1/7/2009 1/7/2010 1/7/2011 2012-2014
IT Technician (FTE) 1.0 1.0 2.0 3.0
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