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ABSTRACT

Developments in Positron Emission Tomography (PET) allow an increase in detection
efficiency by a three-dimensional (3D) sampling of the radioactivity distribution in the source
object. A drawback of this approach is related to the increased detection of scattered radiation,
affecting the accuracy of PET images. Scatter correction techniques have to be used, which
require knowledge of the spatial distribution of scattered radiation. In this study a Monte Carlo
package (PET-EGS) was developed to simulate 3D PET scanners and radioactive sources. The
package was modeled on the physical response of a 3D current generation PET scanner
focussing on the study of scatter distribution. An analytical scatter correction technique, based
on the assumption that scatter distribution can be described by a gaussian function, was
evaluated through statistical analyses. Preliminary results indicate the validity of this approach
with better accuracy for symmetrical radioactive sources. The feasibility of a probabilistic scatter
correction method, based on the direct subctraction of Monte Carlo simulated scatter data from
measured data, was also assessed, the results encouraging towards an extension of the method
to clinical applications.



1. - INTRODUCTION

The detection of scattered radiations is one of the major sources of error in Positron
Emission Tomography (PET), affecting both image quality and quantification accuracy . This
problem is particularly relevant in the recently developed three-dimensional (3D) PET
technique, in which, due to the increased detection acceptance angle, the detected scatter
component is higher with respect to that in the conventional bi-dimensional (2D) configuration
@7, Scattered radiations can be partially rejected during acquisition by use of discrimination
energy windows. However, due to the poor energy resolution of PET detection systems
(=30%) @9, quite large energy windows are used (e.g. 300-650keV), reducing the efficacy of
such electronic energy discrimination. The need for scatter correction techniques is thus well
recognized "9, Unfortunately, scattered radiations cannot be distinguished during acquisition
from unscattered radiations and their spatial distribution, whose knowledge would be required
for accurate scatter correction, cannot be experimentally determined.

Monte Carlo (MC) methods have been extensively used to simulate physical processes
in PET in a large number of applications, such as the optimization of the detection system, the
validation of reconstruction algorithms, the study of physical effects including radiation
attenuation and scatter. In particular, as the MC method allows independent distributions of
scattered and unscattered radiations to be obtained for known radioactive sources, it represents
an useful tool to assess the feasibility and accuracy of scatter correction techniques “*2.

In this work, a MC program was developed to simulate a current generation 3D PET
tomograph. The program was modeled to simulate the Advance scanner (General Electric
Medical Systems, Milwaukee, WI), installed in S.Raffaele Institute, Milan. Scatter distributions
for simple geometric radioactive sources were studied by comparing experimental and simulated
data. Finally, the MC program was used to evaluate different approaches (analytical and non-
analytical) to scatter correction in 3D PET.

2. - PRINCIPLES OF POSITRON EMISSION TOMOGRAPHY

PET is a non-invasive diagnostic imaging technique producing images of radioactivity
distribution in human body sections, following the administration of a radiopharmaceutical to
the patient under examination. PET employes positron emitting radioisotopes, listed in Table 1
with their main physical characteristics. These radioisotopes have a short half-life, on the order
of minutes, this implying the need for a cyclotron for their production in the proximity of the
PET scanner. The costs related to such instrumentation and its complexity explain the limited
diffusion of PET with respect to other imaging techniques. On the other hand, PET
radioisotopes belong to biological elements, thus making physiological radioactive molecules
available, whose kinetics can be assessed in vivo by external detection of the emitted radiations.



By measuring radioactivity concentration in the organ under study, PET allows metabolic
functions and biochemical reactions to be quantitatively measured in vivo, this representing a

unique feature of PET.

Radioisotope Halftime (min)
18F 109.8
11C 20.4
13N 10.0
150 2.0
Table 1

PET is based on the coincidence detection of the two 511keV y radiations originating
from the annihilation interaction of the positron, emitted from a radioactive nucleus in the body,
with an electron of the sorrounding medium. A PET scanner consists of a number of adjacent
rings of scintillator detectors (Bismuth Germanate, BGO, chosen for its high density and
effective atomic number), connected by a temporal coincidence circuitry. Radioactivity in the
body is thus sampled at different linear and angular positions and these radioactivity projection
data are then processed by reconstruction mathematical algorithms to generate images of
radioactivity distribution *”.

PET has been originally developed as a bi-dimensional (2D) technique, with inter-plane
septa, positioned in between two adjacent rings to avoid the detection of oblique radiations and
in particular of scattered radiations. A set of 2D transaxial images is then obtained, each image
being generated by the detection of coincidence events between detectors within the same ring
(direct plane) or in adjacent rings (cross plane). More recently a 3D approach to the PET
technique has been developed. By removing the inter-plane septa, the axial acceptance angle can
be increased, allowing the detection of all possible coincidences. This results in a significant
increase in the number of detected events, although scattered radiations, originated from
Compton interactions in the radioactive source, largely contribute to this increased sensitivity
(scatter component on the order of 30-40%) **®. In order to accurately quantify radioactivity
concentration, the use of scatter correction techniques is compulsory.

Advantages of the increased sensitivity provided by the 3D approach (by a factor of =6,
accounting for scatter component) are found both in clinical and research applications, allowing
either an improvement in image quality in terms of signal/noise ratio or a reduction of the
radiation dose administered to the patients ¢“*®. The 3D PET approach has proved very
important when repeated PET measurements are desired, as in PET activation studies “” and



particularly in low count rate studies (e.g. paediatric studies, receptor studies) “”. Fig.1 shows
some representative images for a PET study ‘with “F -Fluoroethylspiperone ([*F]FESP),
performed in 2D mode (top) and 3D mode (bottom). ®F_Fluoroethylspiperone is a tracer of the
D2 dopaminergic and of the S2 serotoninergic receptors. To note, the improved image quality

and signal/noise ratio in 3D images.
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Fig. 1
[®FJFESP study in 2D mode (top) and in 3D mode (bottom)

3. - 3D PET CURRENT GENERATION SCANNER ADVANCE

The Advance PET scanner consists of 18 rings (92.7cm diameter) of 672 BGO crystals
(4x8.1x30mm? each), covering an axial field of view (FOV) of 15.2cm. The detection unit is a
block of 6x6 crystals, coupled to two dual photomultipliers (PMTs). Identification of the crystal
where a photon has interacted in a block is obtained by weighting block PMT signals in a way
similar to the Anger gamma-camera signal analysis technique “. Energy lost in a block is
determined by the sum of the PMT signals. Energy resolution for a detection block has been
reported to be =33% ©. An energy window (300-650 keV) is set to reject part of scattered
radiations.

Each crystal is in coincidence with 283 opposite crystals. (transaxial acceptance angle:
75°), yielding a transaxial FOV of 55cm. The time coincidence window is 12.5ns wide.



Coincidence events are organized in sinogram matrices (one sinogram per acquisition plane),
whose size is 336x283, 336 being the number of angular projections and 283 being the number
of linear samplings at each angle.

The scanner is equipped with external tungsten rings to shield from radiations generated
outside the scanner FOV. In 2D mode inter-plane septa physically separate detector rings.
Coincidence events between detectors within the same ring and in adjacent rings are accepted,
generating direct and cross planes respectively. Thirty-five image planes (18 direct and 17 cross
planes) are thus yielded. In 3D mode, inter-plane septa are automatically retracted and all
possible coincidences are recorded in 18x18=324 acquisition planes, which are processed by a
3D reconstruction algorithm to generate 35 image planes (according to the 2D image
configuration) “**,

4. - MONTE CARLO SIMULATION OF A 3D PET SCANNER
4.1. - PET-EGS MC software package

A MC software package was developed to simulate current generation 3D PET scanners
and geometrical radioactive sources. The package is based on the EGS4 code “® and is
developed under a criterion of versatility to guarantee: a) the possibility of simulating a variety
of multiple ring 3D PET tomographs and radioactive sources and b) the possibility of a flexible
analysis of the simulated data, allowing different information to be extracted from the same data
set.

According to this parametric approach, the package consists of a main program (PET-
EGS), interfacing with the user through input and output files and with the EGS4 code through
calls to libraries, which calculate cross-section data and simulate different radiation interaction
processes. Both main program and libraries are written in C and Fortran languages and run
under Unix operating system on SUN Sparc or HP workstations.

The main program outlines the three-dimensional space physical regions, simulates
radiation histories through the different regions using a random number generator to account for
stochastic variables (e.g. position of the radiation emission point, flight direction, interaction
probability), geometrically calculates the intersections between radiation paths and physical
regions.

The configuration of the experimental set up under simulation is defined by the user in
the input file, by simply setting the inherent parameters (e.g. shape, size and material for both
the detection system and the radioactive source). The number of radioactive events to be
simulated is also set in the input file. The output files contain energy and spatial information
relative to each photon interaction. The information to be stored in the output files are selected
by the user in the input file.



4.2. - Scattering and attenuating media

Physical regions, describing the 3D space, include the radioactive source, the inter-space
between the source and the detection system, the detectors, the edge shields, the outside space
(Fig.2).

Each region is described analytically by a geometrical function in the 3D space and is
associated to a medium of known composition.

Fig. 2
Geometrical set up of a current generation 3D PET scanner:

the transaxial (above) and the axial (bottom) perspective.
In this case a scattered event is occurred in a uniform 20cm cylindrical source.

4.3. - Radioactive sources and photon histories

Radioactive sources are positron emitters. Positron histories (thus positron ranges) are
neglected during simulations and the assumption is made that the positron emission point is
coincident with the y rays annihilation point. A radioactive event is simulated as the emission of
a pair of anti-parallel annihilation y rays. The annihilation point in the source region and the



flight direction for the first of the two annihilation 511keV y rays (y1) are random generated.
The second annihilation photon (y2) is generated in the same emission position, but with anti-
parallel flight direction with respect to yl. Effect of non-collinearity (deviations from the
original flight direction) is not considered during simulation. Both the range and the non-
collinearity effects are accounted for by analytical models after simulation (see below, “Data
sorting after simulation”).

Histories of y rays are simulated according to the EGS4 code by randomly generating
the point of interaction within the current region and randomly sampling Rayleigh, Compton
and photoelectric absorption cross-sections (g,, G, 1,), the probability for any interaction to
occurr being then given by u = o, +6, + 7, “”. In Compton scattering, the angular distribution
of scattered y rays is predicted by the Klein-Nishina formula for the differential scattering cross-
section “9, having generated a random diffusion angle. The energy of the scattered photon is
calculated and its history is tracked. In photoelectric event, the photoelectron propagation and
the characteristic X radiations (with low energy with respect to 511keV in the considered media)
are not simulated, beacuse not involved in the PET detection process.

4.4. - 3D PET detection system

A 3D PET scanner is simulated as a number of detection rings, each ring consisting of a
number of scintillator crystals. Crystals are simulated as adjacent in the transaxial plane and in
the axial direction. Inter-ring/inter-crystal gaps are filled by scintillator material. Two external
shields are simulated as heavy material rings located at the two axial edges of the tomograph.

The detection block, typical of current generation PET scanners, is simulated by
grouping crystals in matrices. Photon history within a crystal, across crystals within a block
and across blocks is tracked. The detection of a photon within a block is associated to the
crystal in which the highest fraction of energy was lost by the photon. The transport of light
produced during scintillations in the crystals is not simulated nor the block associated electronic
chain (PMTs, pre-amplifiers and amplifiers). Degradation of spatial resolution due to in-block
scatter and position decoding error (block blurring effect) and degradation of energy resolution
due to light distribution in the block and to electronic components are analytically modeled after
simulation (see below, “Data sorting after simulation™) *%.

A coincidence event is recognized when both the annihilation photons are detected. As
the MC program does not include temporal information, random coincidences are not
simulated. Coincidences are classified as “scattered” or “true” depending on whether or not one
or both photons have Compton scattered in the source object.

The history of two annihilation 511keV y rays is graphically shown in Fig.2 in a
representative case. ’



4.5. - Data sorting after simulation

Spatial and energy parameters, stored on an event-by-event basis in the output files
during simulation, are a posteriori processed and re-organized by dedicated data analysis
programs to produce global information on the simulated radioactive source and the simulated
3D PET scanner.

Energy resolution and energy spectra

Energy data can be sorted in energy spectra, describing the distribution of energy lost
by photons in the source object and in the detection system. Energy spectra relative to various
components of the detection system can be created (e.g. whole blocks or individual crystals),
this feature representing an useful tool in the use of the MC program for the assessment of the
performance of the detection system and in the optimization of its design.

The effect of the limited energy resolution of the detection system (which was not
accounted for during simulation) is modeled by spreading the values of the energy lost by the
photons at each interaction by a gaussian function with a width equal to the energy resolution of
the detection system.

Sinogram creation and intrinsic spatial resolution

Spatial data can be sorted in sinogram matrices. Each sinogram element is associated to a
pair of crystals in coincidence, through a sorting algorithm, which is specific to each PET
scanner. Each sinogram element contains the number of coincidence events detected by the
associated pair of crystals.

Energy discrimination is performed during sinogram creation. A coincidence event is
accepted to contribute to the sinogram when the energy lost by both the annihilation photons in
the blocks falls within the discrimination energy window. Energy thresholds are selected by the
user.

Combining spatial and energy information, coincidence events for which one or both
photons have scattered in the source object can be separated to create independent scatter
sinogram data.

A sinogram post-processing program accounts for physical phenomena affecting system
intrinsic spatial resolution and not considered during simulation. Sinograms are processed line
by line (each line representing an angular projection profile) by convolution with a gaussian
function with appropriate width (o) *:
oglussz = orange2+ Gnon-colz + oI)lock2 (1)
where
accounts for the loss of resolution due the positron range;

range

c accounts for the loss of resolution due to the annhilation photon non-collinearity

non-col

effect. This value is estimated in the centre, where this effect is maximum, and
assumed constant over the whole FOV;



O\ accounts for the loss of resolution due to the block blurring effect.

5. . MODELING PET-EGS PACKAGE TO THE ADVANCE 3D PET
SCANNER

The Advance PET scanner was simulated by the PET-EGS package, by setting in the
input file the physical characteristics of the detection system as described in Section 3.
Experimental measurements of a line source in air and in scattering medium were performed and
the same conditions were reproduced by MC simulation. Comparison of measured and
simulated physical parameters (intrinsic spatial resolution and scatter fraction) allowed the MC
simulator to be modeled to the physical response of the Advance scanner and the validity of
modeling to be verified.

5.1. - Intrinsic spatial resolution
Materials and Methods

A radioactive linear source of F, encapsulated in a steel needle (30cm long, 1.1mm
inner diameter, 1.6mm external diameter) was placed in air parallel to the axis of the tomograph
at 0, 10, 20cm off centre. 3D PET measurements were performed collecting 20-30 million
counts per study. The same measurements were simulated by generating 10 million photon
pairs per study.

Measured and simulated sinograms relative to the 35 detection planes corresponding to
the 2D acquisition configuration were extracted from the whole 3D data set. Profiles of
radioactivity distribution were generated by averaging over the 336 angular views to improve
signal/noise ratio (applying proper spatial shift when the radioactive source was off centre, in
order to have all profile peaks aligned in the centre). Simulated profiles were convolved with a
gaussian function with appropriate width (cgm) to account for physical phoenomena affecting
spatial resolution and not included in simulation (see Section 4). The following contributions to
S, Were considered for the Advance scanner “9:

O e =1mm for F.The effect of positron range could be neglected in this specific
situation, as positrons were completely absorbed in the steel needle wall
(0,,,,.=0);

o =2.4mm in the centre of the field of view;

uncol

O, ek =2mm

According to equation (1), the resulting width of the gaussian function was then:

6,.= V(2.4*+2%)mm=3.12mm
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Intrinsic spatial resolution was defined by the Full Width Half Maximum (FWHM) and

Full Width Tenth Maximum (FWTM) of the spatial distribution profiles. Measured - simulated
values were compared.

Results

Profiles of radioactivity distribution from a representative sinogram for the line source at
1, 10, 20cm off centre are shown in Fig.3. Note the good agreement between measured and

simulated distributions for all source positions.
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Fig. 3
Measured (o) and simulated (-) radioactivity-profiles
for a line source at 1cm (a), 10cm (b), 20cm(c) off center
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Values of intrinsic spatial resolution (FWHM, FWTM), averaged over the 35 planes, are
summarized in Table 2 and graphically presented in Fig.4, as a function of the source distance
from centre. Spatial resolution does not change significantly over the 35 planes (standard error
within 4%).

offset measured stmulated % measured simulated %
(cm) FWHM FWHM difference FWIM FWTM difference
(mm) (mm) (mm) (mm) '
1 4.57 4.35 4.83 9.97 9.56 4.14
10 4.84 4.67 3.45 10.45 10.20 2.39
20 5.41 5.26 2.77 11.52 11.52 0
Table 2
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Fig. 4
Measured (o), simulated (x) and convolved simulated (*) intrinsic resolution
as a function of the source position (cm).
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In-plane spatial resolution increases towards the edge of the field of view. This effect is
explained by the angled position of the detectors with respect to an off-centre radioactive
source, resulting in a higher probability of crosstalk between adjacent detectors “V.

Convolution properly accounts for non simulated physical effects (positron range, non-
collinearity effect, block blurring) and percent differences between measured and convolved
simulated resolution values are within 5%. An apparent better agreement at the edge of the FOV
was observed, which can be attributed to the off-centre overestimation of the non-collinearity
component in the convolved simulated data.

As a result of this analysis, the effect of spatial resolution can be reproduced by
convolving the profiles of the simulated sinograms with gaussian functions, whose width is
defined by equation (1). However, in following analyses, in order to reproduce the effective
spatial resolution of the Advance scanner, an additional quadratic term was introduced in
equation (1) to account for the residual difference between measured and simulated values.

5.2. - Scatter Fraction
Materials and Methods

A radioactive linear source of "F, encapsulated in a glass needle (18.5cm long, 1.1mm
inner diameter, 1.6mm external diameter) was placed within a 20cm diameter water cylindrical
phantom, parallel to the axis of the tomograph at 0, 4, 8cm off centre. 3D PET measurements
were performed collecting 40-50 millions counts per study. The same measurements were
simulated by generating 20 million photon pairs per study.

A representative sinogram profile obtained by averaging over the 35 planes and over the
336 angular views (applying proper spatial shift for off centre sources) was generated for both
measured and simulated data. Simulated profiles were convolved with gaussian functions, to
account for the effective system spatial resolution, as defined above.

Scatter fraction was defined for each source position according to standard procedures
“n a5 the ratio of scattered events to total events (true coincidences + scatter coincidences).
Total events were calculated as the integral of counts under the sinogram profile. Scattered
events were determined as the integral of the sinogram profile, assuming a constant background
under the peak, the level of which was calculated as the average of counts at the edge of the
peak (* 2cm from peak maximum). Scatter fraction (SF) for the whole phantom was
determined as the mean of the scatter fraction values estimated at each source position (SF,,
SF,, SF,), weighted by the area of the annulus at that radius:

SF = (SF, + 8 - SF, + 16 - SF; )/25 2
Results

Values of scatter fraction (measured and simulated) at 0, 4, 8cm off centre and for the

whole phantom are reported in Table 3.
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offset (cm) measured scatter simulated scatter %
fraction (%) fraction (%) difference
0 41.9 37.7 10.0
line source 4 41.5 39.9 3.8
8 36.8 33.9 7.3
uniform cylinder 0 38.5 36.0 6.4
Table 3

Simulated scatter fraction was underestimated with respect to measured values within 10%. For
the whole phantom, difference was 6.4%. Such underestimation can be explained by radiations
scattered in the surrounding environment (wall, scanner bed, etc.), which are not accounted for
during simulation.

The good agreement between exprimental and simulated data proves that, given the
assumptions made in the MC model, the response of the PET scanner is accurately reproduced

by simulation.

6. - MC STUDY OF SCATTERED RADIATION IN 3D PET

The use of the Monte Carlo program was focussed to the study of scattered radiations in
3D PET. This application takes advantage of the capability of the MC method to separate true
coincidences from events scattered in the source object. Topics inherent to the scatter issue were
addressed as described below.

6.1. - MC investigation of 3D scattere(i radiation

MC investigation of the distribution of scattered radiations in 3D PET represents a
necessary preliminary step to the implementation and evaluation of scatter correction techniques.
The MC program was used to simulate scatter distribution in the case of simple geometric
radioactive sources.
Materials and Methods

Two cylindrical sources filled with a uniform solution of water and *F were studied
(cylinder A: D=20cm, L=18.5cm; cylinder B: D=7.8cm, L=25.8cm). 3D PET measurements
were performed collecting 500 and 250 million counts per study for cylinder A and B
respectively. MC simulations were obtained generating 200 and 20 million counts for cylinder
A and B respectively.

Data from the line source in water (at 0, 4, 8cm off centre) measured and simulated for
the study of scatter fraction (see paragraph 5 above) were also considered.
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For all MC simulated sources, scattered events were separated from true events, thus
creating independent sinograms. Measured and scatter simulated sinograms relative to the 2D 35
detection planes were extracted from 3D data. Profiles of radioactivity distribution were
generated by averaging over the 35 planes and the 336 angular views (applying proper spatial
shift when the radioactive source was off centre).

Results

Average profiles of radioactivity distribution for all sources considered are shown in
Fig.5. Simulated profiles of scatter distribution are shown, after normalization, overlapped to
measured profiles (including both scatter and true events). Spatial distribution is well described
by the simulations for all the sources in terms of shape and amplitude of scatter component.
Note in paricular the good agreement between simulated and measured profiles outside the
object source. In fact, scatter region covers the whole FOV, extending outside the scattering
medium without discontinuity in correspondence of the object edges.

A non-symmetrical shape of scatter component in the profiles relative to non-
symmetrical sources is observed, reflecting the dependence of scatter component on the
radioactivity distribution in the source (Fig.5d,e). However, the shape of the profile in the
region underlying the radioactive source appears quite smooth. This loss of spatial information
can be explained by the wide energy window used (300-650keV) resulting in a large
contribution of detected events scattered at large angles “5#®. Such a flat distribution of 3D
scattered events supports the possibility of modeling scatter distribution by low frequency
analytical functions, this approach representing the background for various scatter correction
methods employed in 3D PET 3%,

6.2. - MC evaluation of a gaussian fitting scatter correction method

The scatter correction method implemented on the Advance PET scanner is based on the
assumption that the scatter distribution is a low frequency function and relatively insensitive to
the activity distribution. The method consists in processing each angular profile in the
sinograms, as follows: 1. modeling the scatter component by fitting a gaussian function to the
tails of the measured radioactivity profiles, outside the source object, 2. extrapolating the fititing
inside the object and 3. subtracting such estimated scatter distribution from the measured
profiles ¢4, Although the method is simple and fast, this explaining its wide diffusion, the
accuracy of a gaussian modeling of the scatter distribution should be verified. This task can be
accomplished by use of MC simulations, generating the scatter component for any radioactive
source over the whole FOV of the tomograph. A characteristic low frequency behaviour of
scatter component was observed in the study of scatter distribution in the case of cylindrical and
line sources (see Section 6.1). ‘
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d) €)
Fig. 5
Trues + Scatter Measured (--) and scatter simulated (-) radioactivity profiles
for all the considered source: the 20cm uniform cylinder (a), the 8cm uniform cylinder (b),
the line source in the 20cm water cylinder at Ocm (c), 4cm (d), 8cm (e) off center.
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Aim of this study was to evaluate the accuracy in modeling the distribution of scattered

events by a gaussian function.

Materials and methods
A gaussian fitting was applied to data generated by MC simulations in the case of high

counting statistics simulations relative to the symmetrical 20cm cylinder (200 million counts)
and to the non-symmetrical line source in water at 8cm off axis (extending simulation up to 70
million counts). High counting statistics data were necessary, as scatter correction acts on single
angular profiles and averaging could thus be performed only in the axial direction over the 35
planes. To further improve signal/noise ratio in each angular profile, data were averaged every
four pixels, thus obtaining 71 sampling points for each profile. For both simulated sources,
each angular profile was iteratively fitted to a gaussian function by minimizing the x2value.
Results

Simulated profiles and the fitted gaussian functions are shown overlapped in Fig.6 for
both the 20cm cylinder and the line source at two selected angles.
As expected, the 20cm cylindrical source shows similar profiles at any angle, while the 8cm
off-centre line source is characterized by angular profiles changing in shape according to the
shift of the position of the source at the various angles.

The distribution of y2 values over the 336 angular profiles are presented in Fig.7 in

histogram form.

Simulated average values and expected values for y2and for \/1_2 are reported in Table
4 for the symmetrical source (the 20cm cylinder) and for the asymmetrical source (the 8cm off
centered line source).
For both sources, average and expected values were in agreement within one ¢ value, proving
that gaussian function well modeled scatter distribution. Better accuracy was found in the case
of the symmetrical source.

x? e

expected value 67.5 11.6

simulated average value

for the symmetrical source 66 11.1
simulated average value
for the asymmetrical source 74 12

Table 4
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Fig. 6
Gaussian fits of two angular scatter spatial profiles :
for the symmetrical source at 135° (a) and at 45° (c)
and for the asymmetrical source at 135° (b) and at 45° (d).
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6.3. - MC scatter correction method

An alternative approach to scatter correction was proposed by Levin et al. ©, based on
the MC simulation of the scatter distribution in the source object. The method uses the
reconstructed 3D PET images as known radioactivity distribution in the source object. Scatter
component is MC simulated and subtracted from measured data. The advantage of this approach
is that it does not make assumptions on scatter distribution, but accounts for the real distribution
of radioactivity and scattering/attenuating media present in the source object. A limitation of this
approach is however that 3D PET images used as sources in MC simulations contain a
considerable amount of scattered events, erroneously interpreted by the MC method as real
radioactivity in the source, thus limiting the accuracy of a MC based scatter model.

Aim of this study was to use the implemented MC simulation package to develop the
scatter correction method proposed by Levin et al. ©%, assuming, at this stage, scatter-free
synthetic geometrical objects as true radioactivity source distributions.



19

Materials and methods
Measued and scatter simulated data used in the MC study of scatter distribution were
considered (two cylindrical sources and three line sources in water, Section 6.1). For all

sources, measured and simulated profiles were averaged in the axial direction over the 35

planes. To further improve signal/noise ratio, simulated data were averaged every four angular

profiles, thus obtaining 84 angular views (resulting in an angular sampling of =2°). The scatter
correction method, including a normalization procedure to scale the Monte Carlo simulated
scatter distributions to the measured profiles, is described below and shown step by step in

Fig.8 for the 8cm cylindrical source. In this procedure, to account for the smaller number of

simulated angular profiles, four adjacent measured profiles were corrected with the same

simulated scatter profile:

- filtering of the measured profiles, to smooth noise fluctuations (Fig.8a)

- definition of the edges of the source object as the points in the profiles characterized by
the maximum slope (maximum absolute value of the angular coefficient of the straight
line tangential to the profile) (Fig.8a)

- pixel by pixel calculation of the ratios between measured and simulated profiles
externally to the defined object edges

- calculation of the scaling factors (one per profile) as the mean value of the ratios
defined above

- normalization of the simulated profiles to the measured profiles (Fig.8b)

- subtraction of the normalized simulated profiles from the measured profiles (Fig.8c)

Results

Fig.9 and 10 show the measured (true+scatter) sinograms (top left), the simulated
scatter sinograms (top right), the scatter corrected sinograms (bottom left), a selected profile (at
0°) from the scatter corrected sinogram (bottom right), as examples, for the 20cm cylinder and
the 8cm off centered line source respectively. Scatter fractions calculated as the ratio of MC
simulated scatter component (after normalization) and total measured events, averaged over the
angular profiles, are reported in Table 4 for all sources considered. These values are consistent
with scatter fraction values measured according to standard procedures (Table 3). This
preliminary results indicate that the MC simulator combined with the normalization procedure
properly models scatter component and can be used for scatter correction.

cylinder A | cylinder B | lineatOcm | lineat4cm | line at 8cm

scatter fraction (%) 40.8 245 425 42.0 39.7
corrected by MC

Table 5
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Fig. 8
Monte Carlo scatter correction method :
a) filtered measured profile (-) overlapped to the measured profile (--)
b) normalized simulated profile (-) overlapped to the measured profile (--)
c) corrected profile
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Fig. 9
Measured (trus+scatter) sinogram (top left), simulated scatter sinogram (top rigth),

scatter corrected sinogram (bottom left), profile of the scatter corrected sinogram
(bottom right) for the 20cm cylinder.
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Fig. 10
Measured (trus+scatter) sinogram (top left), simulated scatter sinogram (top rigth),
scatter corrected sinogram (bottom left), profile of the scatter corrected sinogram
(bottom right) for the 8cm off centered line source.
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7. - CONCLUSIONS

In this study, a MC package to simulate a current generation 3D PET scanner and
radioactive sources was developed. The MC simulator was modeled to the Advance PET
scanner, installed at Institute H S.Raffaele in Milan. The validity of the simulations was
assessed by comparison with measured experimental data in the case of simple geometrical
sources.

The MC program was then used focussing on the study of scattered radiations, the need
for scatter correction representing a crucial issue in 3D PET. Scatter correction techniques
require scatter distribution to be modeled and subtracted from measured data. Taking advantage
of the ability of the MC method in yielding independent distributions of scattered and
unscattered radiations for known radioactive sources, two approaches to scatter correction were
investigated. An analytical technique fitting scatter component with a gaussian function was
considered and the accuracy of such modeling was evaluated by statistical analysis. The
feasibility of a MC based technique, modeling scatter distribution by a probabilistic approach,
was also assessed.

This study represents the preliminary step for future investigations:

1. Further simulations with a higher number of generated events are required for the
evaluation of the accuracy of the analytical gaussian fitting method, to reduce noise in the
simulated data and allow more conclusive statistical tests.

2. In order to evaluate the clinical feasibility of the scatter correction analytical method,
more complex source objects, better representing anatomical structures in the human body,
require to be simulated. Analytical geometric functions are not adequate to describe such
complex structures. Description of the source objects in terms of image matrices are then
necessary, as could be provided by experimental clinical PET studies. The use of image
matrices as source objects for MC simulations implies the need for software optimization to
allow handling of source image matrices and reduction of computation times.

To note, the PET images representing the input source for the MC simulation of scatter
distribution should be free from scatter contribution. PET images obtained in the 2D
configuration could be employed. The low scatter component (=10%) characteristic of the 2D
acquisition mode could be either corrected or accounted for in the interpretation of the results.

3. The use of the MC based scatter correction method should be extended to clinical
studies, using clinical PET images as input sources for simulation. As proposed for the
assessment of the clinical feasibility of the analytical scatter correction method, 2D PET studies
could be assumed. However, a scatter correction method feasible for clinical applications
requires a simple and fast acquisition protocol. Performing two PET studies, one in 3D
configuration for the assessment of the radioactiviy distribution and one in 2D representing the
input source for the MC based scatter correction method would not be compatible with this
criterion. The straight use of 3D PET images would then be desirable, but in this case the input
distribution of radioactivity concentration is overestimated as a result of the significant scatter
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component. The effect of this approximation in modeling scatter distribution has to be

evaluated.

In conclusion, the detection of scattered radiation is one of the major sources of artefact

in 3D PET and scatter correction is mandatory for accurate quantification of PET data. MC

simulation represents a powerful tool for modeling scatter component underlying the PET

measured radioactivity distribution. The findings of the present work drive towards an

extensive use of the developed MC program (PET-EGS) for the optimization and validation of
scatter correction methods in 3D PET.
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