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ABSTRACT 

We develop in detail a theory of surface waves, excited by the grazing rays in the 
elastic scattering of a particles on nuclei, working within the framework of the short 
wavelength approximation. The nuclear interaction region is schematized as an absor~ 
ing sphere surrounded by a nearly transparent shell; the surface waves, which are e~ 
cited at the edge of the interaction region and propagate along it, can take one or more 
shortcuts. In this way we can explain the large angle elastic scattering of a particles 
on 160, 28Si and 40Ca from "'20 to ""'60 MeV. Indeed the theory is tested by fitting 
the differential cross sections of these scattering processes. The nuclear interaction 
radii can be extracted from our phenomenological analysis. 

1. - INTRODUCTION 

In the geometrical theory of diffraction in the sense of Keller( 1,2), in addition to the clas 

sical optical rays (1. e. reflected. r~fracted etc. ) also the' diffracted rays' are introduced. In the light 

scattering these rays are produced by incident rays which are tangent to the surface of the body. 

If we assume that the body has a smooth surface and is opaque such that all the refracted rays 

are absorbed, then each tangent ray splits at the point of tangency, One part continues along the 

path of the incident ray; another part travels along the surface of the body, as a surface ray, 

describing a geodeSic on the body surface. At each pOint it splits again, one part continuing 

along the surface and the other part leaving the surface along the tangent, Thus a single graz-

ing incident ray produces infinitely many diffracted rays(l), Introducing the diffracted rays, 



- 2 -

the classical geometrical optics is so modified as to include diffraction, and the ray tracing 

technique, which is very useful in practice, can be considerably extended accounting for the 

appearence of light in shadows. 

Classically a way for relating the ray and wave formalism goes through the Malus theo­

rem on normal congr.uences. A normal congruence is a family of rays, all of which are nor­

mal to some surface; such a surface is called a wavefront. The theorem of Malus guarantes 

that the rays, going through an optical system, retain the property of being normal to a fam..! 

1y of surfaces; this theorem is applicable also to curved rays in non~uniform media. More­

over it holds also for diffracted rays and gives the possibility of describing the physics of the 

grazing rays using the wavefront formulation(l). Thus one can associate to the surface rays 

the surface waves which propagate along the surface of the body penetrating into the shadow 

region. 

Since classical mechanics corresponds to the geometrical optics limit of a wave motion, 

in which the light rays orthogonal to the wavefronts correspond,to the particle trajectories, 

it seems worth trying an extension of Keller's geometrical diffraction theory in the domain 

of mechanics. In this way one can use the ray tracing methods also for treating the diffrac­

tion in the scattering of particles and nuclei. Indeed the backward peaks in the elastic scat­

tering cross-sections, which have been observed in a-nuclei. pion-proton and heavy-ion 

collisions, can he explained as due to surface waves which, propagating along the surface of 

the target and penetrating into th e shadow, emerge at backwards. 

In this paper we start from a SchrHdinger equation for a com plex valued cutoff potential; 

then we do a short wavelength approximation and obtain the eikonal and transport equation s. 

Next, working with these equations, we analyse, with the ray tracing technique. the trajec­

tories described by a beam of particles hitting a target. The main purpose is to develop a 

theory of surface waves generated by the grazing trajectories. Therefore we shall use con­

cepts anu words typical of optics, like diffraction, reflection, refraction, caustic and so on, 

referring to particle trajectories rather than to light rays. Then, starting from the surface 

wave theory, we can explain the enhancement of the differential cross-sections at large an­

gles; moreover we take into account also possible phenomena of interference, e. g. with the 

reflected rays. Finally the theory. developed in Section 2, is tested in Section 3 trying to fit 

the differential cross -sections of the a-nuclei elastic scattering at backwards. 

Now we must mention the anomalous large angle scattering (ALAS), which has been ob­

served in a-nuclei and heavy ion collisions. In this paper we shall consider only the a-nuclei 

elastic scattering; then ALAS is particularly evident in the 40Ca ( a, a)40Ca case, for an ene!:. 

gy of the colliding a particles which ranges roughly from 25 to 50 MeV. Observing that 20 is 

a magic number and that the phenomenon attenuates for the isotopes of 40Ca whose shells are 

open, it is quite natural to speak of an isotope effect of ALAS, which is probably related to 
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the elos ed shell structure of the target. 

A lot of papers have been devoted to the problem of the semiclassical scattering of a 

particles on nuclei (see e. g. Refs. (3,4) and references quoted therein). Furthermore var.!. 

ous models have been proposed up to now for explaining ALAS, nor can we be exhaustive r~ 

calling each of them. Therefore we limit ourselves to illustrate with a few words the main 

ones, i. e. the rotator and the optical potential models. 

A) Rotator model. - Since ALAS can be associated with the dominance of a packet of partial 

waves, whose angular momenta have a distribution centred on the grazing angular momen­

tum, then one can try to fit the data with the introduction of a pole in the complex angular 

momentum plane. The pole, indeed, can be used as a classical mathematical tool for pictu!:. 

ing a resonance produced, in this case, by a rotator (quasi-molecular rotator). Then ALAS 

can be seen as the envelope of resonances produced by the rotations of colliding particles 

around the target, or as a rotational band of resonances, to which it corresponds a straight 

line pole trajectory(S, 6). This model is somewhat reminiscent of the "orbiting" in the sen­

se of Ford-Wheeler(?). 

B) Optical model potential. - It is generally assumed that the a-nucleus scattering can be 

described by a complex potential; all the inelastic channels are taken into account in bulk hy 

the imaginary part of the potential. In most analyses the form of the potential chosen is ge!!. 

erally of the Woods-Saxon type. In recent years, when more precise data have been available, 

other forms seem to be superior(S). Then many modifications have been proposed like to take 

a Woods-Saxon squared fDrm factor(8) or an angular momentum dependent absorption(9, 10), 

etc . Within the optical potential framework some semiclassical models have been proposed. 

One of these, due to Brink et al. (11), explains ALAS as due to the dominance of the "internal 

waves u , i. e. the waves which pass inside the external potential barrier and reemerge; then 

the interference between the internal and the barrier reflected waves can explain the shape of 

the differential cross -sections. 

The mechanism of the surface waves was firstly invoked, as far as we know, by Bryant 

and Jarmie(12) for explaining the backward peaks in a-nuclei elastic scattering. This model 

is similar to that of the rotator and in both cases one makes use of poles of the S-function in 

the complex angular momentum plane. Some authors( 13) identify the rotational resonances 

with the surface waves in the a - 40Ca system. However we must recall that, if one consi­

ders the high frequency light scattering by a transparent sphere(14), then one finds two dif­

ferent classes of poles in the complex angular momentum plane. The poles of the first class 

are located near the real axis and are associated with the Single particle resonances; they are, 

indeed, connected with the l1interior" of the potential. The poles of the second class lie along 

a line which is nearly parallel to the imaginary axis; they are insensitive to the behaviour of 
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the potential in the inner region and are associated with surface waves, Furthermore these 

second class poles move approximately parallel to the real axis with increasing energy(14), 

The distinction between these two classes of poles i s probably less neat if one introduces a 

complex valued potential (i. e. absorption); nevertheless, owing to the above exposed argu ­

ments, we prefer to retain the distinction between resonances and surface waves. In fact th e 

phenomenological analysis , which shall be made i n Section 3, shows that the pol es, which 

we find, behave like surface wave poles, since they move approximately parallel to the real 

axis with increas ing energy. 

Now let us examine our model in some detail. We schematize the nuclear interaction re 

gion in a way which differs somewhat from the picture usually adopted. Indeed we thi nk that 

the target cannot be schematized simply as a black sphere. T h en we shall work with a com­

plex-valu ed potential wh ose imaginary part has a radius smaller than the real one. In other 

words we su ppose that there is a transparent shell at the periphery of the interaction regi on. 

Then the grazing rays may describe simply an arc of geodes i c around the target or also , b! 

ing critically refracted, take one or more shortcuts before emerging tangentially at the sur­

face. The mechanism of the shortcut is necessary in order to explai n the anomalously large 

backward peaks in the elastic scattering cross-sections; otherwise the exponential damping 

al ong th e surface is too largc to allow a strong enhancement at large angles. The existence 

of shortcuts is strictly related to the opaqueness of the target; this latter is determined by 

the number of open c hannels. Since this number is smallest for 40Ca and largest for 44Ca(l°1 
the iso Lope effect can be explained adm i tting the existence of shortcuts for closed shell nuclei 

and their attenuation, for a larger opaqueness , when one considers th e isotopes. Analogously 

the opl.".queness increases toward larger energies. and this could explain the fact that the an~ 

malous backward peaks tend to become normal for greater values of the energy. 

We shall derive the theory of the surface waves working with a cutoff potential. This 

choice, which can appear unsatisfactory, is due to the fact that this theory is quite compl ex 

and, for the moment, it appears very hard to extend it to more realistic continuous poten­

tials. However we shall use the potential only as a suitable laboratory for deriving a set of 

formulae which describe the core of the surface wave model; then the goodness of the model 

is tested by fitt i ng the experimental data with these formulae. So doing our procedure differs 

considerably from the standard one. In this latter one firstly fits the experimental cross­

-sections in order to determine a potential; then the mechanism of the physical model is an~ 

lyzed and checked on the potential itself. However this method is not free from defects. In­

deed it is impossible to avoid many types of ambiguities in the potential determination. In 

fact regarding this problem as the inverse problem in the scattering theory, it can be shown 

that, even if the uniquesness of the solution can be proved, nevertheless the continuity in the 

dependence of the potential on the scattering data is lacking(15). in the sense that ver y small 
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perturbations of the data (such as those produced by the experimental errors) can produce 

arbitrarily large instabilities in the potential, especially at the edge of the interaction re­

gion. Indeed the inverse problem in potential scattering is an example of those problems 

which have been classified as "improperly posed!! by Hadamard(16). In conclusion, since 

our line of approach differs considerably from the standard one, a comparison between our 

model and those based on optical potentials cannot be made clearly. 

Our paper is organized as follows: in Section 2 we develop the surface wave theory a­

long the lines explained above; Section 3 is devoted to the phenomenological analysis. 

2. - SURFACE WAVE THEORY 

2. 1. - Preliminaries 

Let us start from the stationary SchrHdinger equation, which can be written as follows: 

where 

1 _ U(r) 
E 

k 

p. being the reduced mass. We assume a potential U(r) of the following form: 

r!iR 

U(r) 

e~R 

(1) 

(2) 

(3a) 

(3b) 

where '1 is the Sommerfeld parameter: 7j = (IlZZ1e2)/tf12k). Vc is the electrostatic poten­

tial inside the nucleus. VN , which describes the nuclear interaction, is complex-valued and 

reads as follows: 

- V - i W (e) o 0 
(4) 

here Vo is a positive constant and Wo(r) is some positive function which goes rapidly to z~ 

ro as r -+ R, in such a way that it leaves a nearly transparent shell at the periphery of the 

nuclear interaction region. Of course we cannot exclude that a particle, which travels at the 

periphery of the nuclear interaction region, has some probability of causing inelastic scat­

tering. However, for the sake of simplicity , we shall regard the peripheral shell of the in­

teraction sphere as if it were transparent. Finally we assume that Wo(r) does not cause any 

appreciable reflection. 
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In the approximation of short wave-lengths, it i s convenient to write the wavefunction as 

a linear superposition of terms like A(!:) exp[icP(!:B ' such that each one satisfies eq.O). 

Upon substituting in eq. ( 1) we get, for large values of k: 

(5) 

(6) 

The eqs. (5) and (6) are respectively the eikonal and the transport equations. They hold true 

in regions where n(r) does not change greatly over distances of the order of the wave-length. 

This requirement is certainly not satisfied at the points of discontinuity of n, i. e. at r = R, 

where phenomena of reflection, refraction or diffraction occur, 

In the following subsections we shall develop the eikonal method wherever possible. In 

subsections 2. 2 and 2. 3 we solve the eikonal equation, examining the various kinds of tra­

jectories which can occur. In subsection 2.4 we study the trasport equation and apply it to 

the different classes of trajectorie s. Then we describe the phenomena of diffraction (subse£ 

tion 2. 5) and reflection subsection ~~ . 6), which are beyond a pure eikonal approximation. At 

this pOint we are able to write the wavefunction. From this we extract the scattering ampli­

tude. Indeed we decompose, as usual, the wavefunction at large values of r, in terms of the 

incident and outgOing wave as follows: 

VJ(k, r, 1}) __ (7) 

where, following Ntlssenzveig(9), we set F(k,1}) = Rf(k,1}), in stic h a way that f(k , ,1}) is a 

dimensionless quantity. Finally from the express ion of the scattering amplitude f(k, if) we 

derive the formula of the differential cross-section (subsection 2. 7). 

2. 2. - The e ikonal equation 

The eikonal equation is identical in form with the Hamilton-Jacobi equation for Hamilton's 

characteristic function( l7). In polar coordinate,this equation assumes the following form: 

_1_ ( a<P )2 + 
2 ii1} 

r 

The variables in eq. (8) may be sepal'ated by assuming a solution of the form: 

<p(r, 1}, 'P) 

(8) 

(9) 
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Upon substituting this trial solution in eq. (8) we obtain: 

a rJ>1 2 ).2 
n

2 
k
3 (--) + = or 2 

(10, a) 

r 

arJ>2 2 
).2 

Ij! ). 2 , (--) + ---
at} . 2 t} Sln 

(10, b) 

(10. c) 

where ), is the magnitude of the total angular momentum and Acp that of its component along 

the polar axis. Here we take the origin of the coordinate system coincident with the centre of 

the nuclear interaction sphere, and the direction of the polar axis as being opposite to that of 

the incident beam; then Acp = O. Next, integrating th e eqs. (10), we get: 

(J 1) 

As prescribed by the Hamilton-Jacobi theory(17), the equation of the trajectory is given 

by 

(12) 

where 1}o is the initial value of the polar coordinate 1J, From eqs. ( 11) and (12) we have : 

(13) 

If, along the trajectory, n(r) is continuous and slowly varying, then the trajectory is sym­

metric with respect to its apsidal point, as one can see from (13). If, on the contrary, the 

trajectory meets a point of discontinuity of n(r), reflection, refraction and possibly diffra~ 

tion occur. Concerning the refracted and diffracted trajectories, they will be treated apart. 

The reflected trajectories are symmetric with respect to the point of reflection. Then, in 

the following, we shall denote by r indifferently the apsidal point or the reflection point of 

a trajectory. 

Now we are interested to a tract of trajectory that begins at a distance r 0 from the or..!. 

gin and ends at a distance r, after passing through r. Subsequently the starting point and the 

end point of the trajectory shall be pushed to infinity. Therefore from eq. (11) we have : 

(14. a) 
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where 

I I(l,;:,r) [ ( 2k2 ,2 n r -
r' 

r 

and 

I_ro 
I(l,r ,ro )= J-

,. 

Then eq. (13) can be rewritten as follows: 

Finally substituting eq. (15) in eq, (14, al. we get: 

(14, b) 

(14, c) 

(15) 

( 16) 

Now we consider the region 

I obtaining 

2 2 2'1 r,. R; here n is given by . n = 1 - kr' Then we integrate 

I(l, r, r) = 
(k 2r,2_ 21jk.r' 

r' 

For large values of r we get: 

"1kr' + ),2 ~ r 
+ larcsin 2 21/2 • 

k.r'(l+'1) r 

I -: kr - 1J .. 1] h)g 2kr I- A arcsin 2 21 /2 - 1 arcsin 
(I. +'1 ) 

'I 

( 2_2 - ,2,l : 2 1 !(k 2_ 2 k-)2 1/2 k'- I (-1) -kr-2'T}kr"-I'o/ + 1}og r-21Jr-.) + r-'1+0r. 

Next deriving I with respect to A we have: 

ill 
ill. 

arcsin 

( 17) 

(18 ) 

(19) 

Note that, neglecting terms of ol"der 

the following angles: 

-1 r , aI/ ill can be expressed as the difference between 

~c (20, a) 
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arcsin 

_ ,2 
1]k.r + A 

(20, b) 

Analogous expressions can be obtained for 10 and OIo/a),; it is sufficient to write r o' in 

place of r, in eqs, (17), (18) and (19). 

Now, when we make ro tend to infinity, 1?-o tends to zero. On the other hand, when also 

r _ co, {} becomes the deflection angle, which shall be denoted by 8, Then, recalling eq, (15), 

we obtain for 9 the following expression: 

8=2({}.-{}), 
1 c 

(21) 

Generally the scattering amplitude is written in terms of the scattering angle, i. e. the angle 

between the scattered and incident direction. This angle is the supplement of a, except for 

the diffracted rays, which shall be treated apart (see Appendix), In order to avoid notational 

proliferation, we shall denote, hereafter, the scattering angle with 1Jo. Then, even if we use 

the same symbol for a polar coordinate and for the scattering angle, we shall see that, in pra£ 

tice, this does not lead to any sort of ambiguity. 

In order to obtain the expression of ip, we substitute the expressions of I and 01/ 0 A, 

given by formulae ( 18) and (19), and the analogous expressions of 10 and 01
0

/ 0). in formula 

(16); moreover we subtract from ip the phase of the incident wave(18), i. e. 

<Po (22) 

In conclusion, denoting once more with ip the phase, even after the subtraction, we get : 

<P= 2,1 + kr - '1log2kr (23) 

where 

r, I (2_2 k- ),2)1/2 - 1- lJ 2_2 - ,2 1/ 2 ,1 = '1 L!0g k r - 2'T/ r - + k r - '1 . - - (k r - 2'1 k r - A) , (24) 

2. 3. - Trajectories. 

In our problem it is useful to distinguish among various classes of trajectories. Let us 

consider, firstly, the trajectory of a particle of charge Zr e under the action of the sale 

Coulomb field of a point-like charge Ze; then it is straightforward to derive , in the frame­

work of the Hamilton-Jacobi theory, the expression of its apsidal distance from the origin. 

We can compare this distance - which we denote by p - with the radius R of the nuclear p£ 

tentia!. Then p{J.) can be larger, equal or smaller than R. Accordingly we have three 

different classes of ~rajectorie8: 



- 10 -

a) The trajectories. which correspond to those angular momenta such that p> R. are deter­

mined by the action of the sole Coulomb field. In the following these trajectories shall be 

called "Coulomb trajectories", and all the quant Hies referring to this class of trajecto­

ries shall have the index c. 

b) The trajectories, which correspond to (! = R. may be diffracted or critically refracted, 

they shall be called rtgrazing trajectories". and all the quantities referr ing to this c lass of 

trajectoris shall have the index g. 

c) The trajectories, which correspond to those angular momenta such that Q<R, are reflee..! 

ed or refracted at the surface of the nuclear interaction sphere. The refracted trajectories 

are largerly absorbed by the opaque core of the target. Nevertheless we cannot exclude 

their contribution to the elastic cross-section. In particular, at backwards, they could even 

produce the geometrical glory peak. However for the values of kR that we are considering, 

~his effect results to be negligible in comparison to the contribution of the surface waves{l4). 

Then, hereafter, we shall work with the following approximate scheme: only the critically 

refracted rays are transmitted through the transparent shell of the nuclear interaction s ph~ 

re, while the refracted rays are absorbed by the opaque core of the interaction region. Fu!:, 

thermore we neglact the surface waves which are possibly excited at the edge of the opaclty 

region. Tlierefore the trajectorie3 belonging to this third class are only the "reflected tra­

jectories", and all th e quantities referring to this class of trajec tories shall have the index r. 

Now let us see in detail the analytical expressions of the deflection functions and of the ph~ 

se-shift L1 for these different classes of trajectories. 

a) For the trajectories belonging to the first class r coincides with (). Since () is given by: 

(25) 

then, from eqs. (20) and (21), we obtain for the defiection angle the following expression: 

3t - 2 arcsin 

For the scattering angle {}c we get: 

,,- e c 

Finally substituting in eq. (24), in place of r, the expression (25) of (). we have: 

(26) 

( 27) 

(28) 
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Next, inverting eq. (27), we obtain: 

J. = 'I cotg ( 29) 

Substituting eq. (29) in eq. (28), we get: 

( 30) 

In order to write the phase of the semiclassical Coulomb scattering amplitude, we must 

keep into aCCO!lnt an additional phase difference of - nj 2 between the incident and the ou..! 

going wave due to the crossing of the trajectory through the turning point, which ls a pOint 

of the caustic of the Coulomb trajectories. Therefore the phase of the Coulomb amplitude in our 

approximation is given by 2.L.c -~. This result can be.obtained also by a saddle point evaluation of 

the partial wave expansion of the Coulomb amplitude, provided that the Coulomb phase 

shift is approximated by(19) 

a (J.) = J. arcsin ( 31) 

This latter approximation holds true if 1J») 1. 

b) We can obtain the deflection angle and the other quantities referring to the grazing trajec­

tories, if we specify the value of J. in formulae (26), (27), (28), using the angular momeE 

tum of the grazing trajectory. i. e. 

J. = kR (1- ~)1/2 
g kR_ 

Then from eq. (26) we obtain: 

From eq. (27) we have: 

8 = n - 2 arcsin 
g 

(32) 

(kR - 1J) 
1J (33 ) 

(34) 

which represents the scattering angle of a grazing trajectory that does not undergo any 

diffraction or refraction. Finally from eq. (28) we obtain: 

(35) 
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c) For the reflected trajectories r is given by the radius R. and ).< )'g' Then the deflec­

tion angle ar is given by formula (21) where ~i reads as follows: 

arcsin (36) 

and "'c is given by formula ( 20. a). The scattering angle ~r :: n - Br is related to *i and 

;;. as follows: 
c 

cos sinW. 
1 

Finally writing R in place of r in formula (24) we obtain : 

(37) 

(38) 

w~ cuuclude this l:Iubsection observing that in the angular region t} > t} • we do not have 
g 

the contribution of IICoulomb trajectories", whereas th-e contribution of reflected trajectories 

must be taken into account. On the other hand the diffracted rays cantril JUte at every angle. 

Moreover there is a transition region around t}g. wher e we cannot employ the e ikonal appro ­

ximation, due to the strong interference among incident, reflected and diffracted rays. 

2.4. - The transport eguation. 

Let LIS consider a waverront Io a nd a finite portion Go of Lo; denote by V the volume 

swept by Go as it becomes (J. We apply the divergence theorem to eq. (6) obtaining: 

o ( 39) 

where S = oV (i. e. it is the boundary of V). It is straightforward to derive from eq. (39): 

r 2 
/ A V\Ii'da 

va -

Next, using the eikonal eq. (5), we can rewrite eq. (40) in the following form: 

j A
2

ndG
o 

ao 

(40) 

(41 ) 
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Now we introduce a parametric representation for the surfaces 00 and a by means of the 

vectors: 

o 0 
!. =!:. (u, v) , (42. a) 

!:. = !:.(V, V) • (42. b) 

Moreover setting B = A 2n we can rewrite once more eq. (41) as follows: 

J B(!.o) I ~ x ~ I du dv = 

~o 

j B(!:.) I !:.V x !:.v I dV dV 

~ 

( 43) 

where I ~ x ~ I and I E.U x rvl are the moduli of the so-called fundamental vector products, 

rO being the derivative of the vector rO with respect to u (analogously for r
O

, !::rT' _r, l. -u - -v ----u V 

Finally if we change the variables in the right-hand side of formula (43) as follows: U = U(u, v), 

V = V(u, v), then the transformation formula for double integrals states that: 

j B(!:.) I .':.:) x !:.v I dV dV j B(!:.)I!:.vX!:.vli 
~ ~o 

o(V, V) 
o(u, v) 

dudv. (44) 

Comparing the left·hand side of eq. (43) with the right~hand side of formula (44) and observing 

that that this equality does not depend on the particular tube of traj~ctories which has been 

chosen, we derive the following equality 

(45) 

Before going to apply eq. (45) to the classes of trajectories that we have considered above, 

let us do some considerations on the incident beam. 

The wavefront of the incident beam, at large distance from the nuclear interaction re­

gion, is not properly a plane, and this is due to the long range of the Coulomb field. The 

equation of this wavefront, for large values of r o ' can be written in terms of polar coordi­

nates (r 0' "0) as follows (8) 

(46) 

However it is preferable to write the vector !:..O as a function of the impact parameter band 

of the azimuth angle cp. Indeed from eq. (46) it follows: 

(47) 
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Now we go to consider separately the different c lasses of trajectories. 

a) The wavefront of the trajectories belonging to the first class (nCoulomb trajectories")' at 

large distance from the nuclear interaction region, is s pherical. Then it can be properly 

descr ibed by the spherical coordinates {}, gJ. The modulus of the fundamental vector PI'£' 

duel is given by (see formula (A . 2» : 

I 
2 - 2 

I r x r = r sin {} (J + O( r » 
-{} -rp c 

(48) 

where "'c is. indeed, the scattering angle of the Coulomb trajectories. Then applying eq. 

\ 45) a nd taking into account only the main term for large values of r we o btain: 

A (r, {} ) 
c c 

A 
o 

r 
b 1/2/ d{}c 1- 1

/
2 

(--) -
sin tic db 

(49) 

where Ao i s the amplitude of the incident beam, -whi c h we set equal to lowing to the nor ­

malization cons traint. Finallyevalu"ating I d*c /db l through eq. (2 7) we obtain : 

A (r, {} ) 
c c (50) 

b) As far as lhe grazing rays are concerned, the transport equation can be employed in so ­

me separate sections of the path. In particular, this equation can be applied to the incident 

I'ays up to the point of incidence, then to the c ritically refracted rays and, l astly, to the 

diffracted rays as they leave the surface of the sphere. III the last case, however, we must 

keep in mind that the surface is a caustic of the difft'acted rays. All these applications of 

the transport equation are studied in the Appendix, where the grazing ray contribution is 

deduced in detail. 

c) As regards the reflect ed rays we use twice eq. (45), comparing firstly the amplitude of the 

incid ent beam with that near the interac tion region; then the reflected amplitude near the 

sphere is compared with the one scattered at large distan ce. The final result i s given by 

(51) 

where the factor :;M' {*lJ is the reflection coefficient and the term I d *r l db I can be eva-

luated through eq. (:n). B oth of them shall be reconsidered below in subsection 2.6. 
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2. 5, - Surface waves, 

In this subsection we shall start with the ray tracing of the diffracted rays, following 

closely the method of Chen(20) and Nussenzveig( 14), We consider all the grazing rays which 

emerge in a direction {}, after taking 0, I, 2, '0' , p shortcuts inside the transparent shell of 

the nuclear interaction sphere. For a general value of p, a ray, before emerging in a dire.£ 

tion ii, has to descr ibe arcs of amplitude 9lj such that: 

+ 
I <p. = C = 
j J p, m 

m 0, I, 2,. .. (52, a) 

where 

(52, b) 

"'t being the amplitude of the arc corresponding to the shortcut. We denote by 
+ r- the arc 

'p, rn 

described by the counterlockwise travelling surface wave, while ~ - is the arc described 
p,m 

by the clockwise travelling one. 

We must consider p different kinds of rays, according as they have 0,1, '0', p-] inter-

nal reflections. In this connection it is usefu l to distinguish between two types of vertices: 

we denominate type (i) vertices those at which an internal reflection takes place, type (ii) 

vertices those at which two critical refractions occur, In the Simpl est case the ray descri bes 

an arc gJ, then it has p-l internal reflections (i. e. p-l type (i) vertices) and lastly descri-
+ 

bes an arc ( S - - gJ l. Another class of rays can be obtained by substituting one type (i) by p,rn 

one type (ii) vertex. Similarly all the possible classes of rays are obtained by substituting 

2,3, ... type (i) vertices by 2,3 , ••• type (ii) vertices. Next we make a simplifying assumE. 

tion: we neglect the rays for which m ~ 1. 

Now the reade'I' is referred to the Appendix where we have derived the contrihution of t"e 

diffracted rays to the wave function in two cases p = 0 and p = I, assuming that the rays pr£ 

pagate in the counterlockwise direction. From the wave-function we can derive the scattering 

amplitud e. The formulae which we obtain can be read regarding the coefficients D, D', D12 , 

D21 as coupling constants characterizing tha various types of interactions, and the terms 
+ 

exp(i A. ~~), exp(i <Ps) as propagators. More precisely any pOint at which diffraction, cri-

tical refraction or internal reflection takes place may be regarded as an interaction vertex, 

and a proper coupling constant may b e defined for any type of interaction. They are: 

a) the diffraction coefficients D and Dl ; 

b) D12 and D21 for the rays which have a critical refraction entering into or emerging from 

the sphere; 

c) R22 for the internal reflection. 



• 

- 16 -

Moreover the line joining two vertices may be regarded as a propagator. We must dis tin 

guish between two cases, and preci sely: 

a) For a surface ray describing an arc of amplitude 

exp ri l ~ ±1, where L P_ 

A = kcR + ia » 

a being the decay exponent of the surface wave. 

+ 
,..- the propagator takes the form 
'p 

(53) 

b) The propagator for a shortcut can be easily deduced from the Hamilton-Jacobi theory au..!. 

lined above, and it is 

e 

where 

given by 

i[!.g*t + 2 
e 

2 
n 1 -

V (r) - V 
c 0 

E 

and r is the minimal distance from the centre of the sphere. 

(54) 

(55) 

The coupling constant and the propagators depend on the local properties of the s!lrface 

and on kc(2,20). This is in agreement with so - called "localization principleU(14) which ensu.:: 

es us that, in the limit of short waveJenghts . the phenomena that occur at the periphery of 

the interaction region are essentially independent. of the inner structure. 

Now looking at formulae (A . 26) and (A. 30) we sp.c that , apart so!ne fac tors like 

exp{2i'1[Log (kl1 - '1 ) - I]} or (cos ~g )-1/2 which depend on the Coulomb field, there ,'e­

mains P ie te l'm (sin1J')-1/2, which requires som~ ('uln!nent.3. In fad the diffracted rays form 

an :;.'(1al caustic, which is the straight line parallel to the incident beam, 9as.Jhg t;1i~OLlgh t1le 

~e.l: i' e of the hLeraction S?hlH'IJ. Here the "ay appr oximation does not hold; however the focu~ 

ing l~rfect due to the <":a118t1(: in the backw3l'(j dit'l:!ction i . ~ described by the factor. (sin-i})-1/2, 

It is convenient to write the scattering amptitllt1e pl'odllced by the diffracted rays (it shall 

be denoterl hereafter' lJy fd (k, -l})), 3S the sum of diffel' ent c"ntr i 'Ju tion~l r~P)~k, -i} ), c('lrt'espon~ 
ing to the various values of p. Furthermore each term f~P)(k. 1J) is to be further decomposed 

into the contributions of the countel'1ockwi: e and clockwise rays as follows: 

(56) 

In fact we must take into account a phase shift of -1</ 2 between f~)-(k.*) and f~)+(k.*). 
since the clockwise rays cross the focal points once more than the counterclockwise ones. 

)+ + 
Theref,9re in the expressions of f~P and f~P)~ we shall introduce two phase factors inp 

and inp respectively, such that: np n; 1. 
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At this point we have at our disposal all the rules which allow us to write explicitly the 

scattering amplitudes f~P):t(k, "'l. Let us consider , for instance, the case p = O. The surface 

waves are excited at T 1 and T 2 and are reconverted at 8 1 and S2 into tangentially emerg­

ing rays (see Fig. I). Then applying the rules, that we have exposed above, one can directly 

write the scattering amplitudes as follows: 

( )
+ i)'(11+ ,'}g) 2iLl

g fdO (k. ,'}) = -.:.-.:.iD"'-'e'-T::,--__ ~D,.,',_,;:_ e 
1/ 2 ' 1/ 2 

(sin,'}) (cos ,'}g/ 2) 

i).(2,,-,'}','}) 
De g Dr 

,1/ 2 1/ 2 e 
(sm,'}) (cos ,'}g/ 2) 

2iLl 
g 

FIG. 1 - Diffracted rays in the direction {}: case p = O. 

F o r the p-th term (p~ I) we have (see also refs. (14, 21)): 

+ + 
nj; ip<ps i). ~~ 
iDe e Dr 

,1/ 2 1/ 2 
(sm,'}) (c os,'}g / 2) 

m! 

• 

(57. a) 

(57. b) 

( 58) 
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Hereafter, in order to shorten our formulas, we introduce the following polynomials: 

+ 
(~-)m 

~ (mP -_11)(R
22

)(p-m) (D D )m ~ 
.. 12 21 m I 

m=l 
(p "-1) (59) 

The next step is to substitute formulas (58), (59) in formula (56), As Nussenzveig(14) has 

shown, the sum (56) is to be truncated after P terms, where P is of the order of (keRf/3. 
Then we obtain: 

1/2 1/ 2 
(sintl) (costlg/2) 

(60) 

[ 

+ + 
P ipcJi n i).~ 
'<' S,p P ->!,( 
~ e 1 e p 

p=O 

where we have set :.fo(x) = 1. 
Since the effect of the surface waves is particularly neat at large angles, we consider an an­

+ 
gular region at backwards (where It-i} is small). Then we can rewrite ~- as follows: 

+ P 
~-=v +(,, - tl) where vp =,,-Ptlt+tlg (mod2,,), (O~v ':2,,). Since ,,-tI issmall,we 

p p + + p 
can replace ~- with 'Y in the polynom1als !t' ( ~ - ). Moreover we recall that n - '" np+ - 1. 

P P P p P 
Therefore, at large angles, the scattering amplitude (60) can be written as follows: 

D g 4 (2 ). )1 /2 D' P ip<lis i).V n i(2L1 _:':) r +J 
e "g '<' p->!,( )'p 

1/ 2 .. e e v 1 
(costlg/2 ) _p=O P P 

(61) 

-i[;.(rr-tl) -~] {).("-tl) - ~J 
e + e 

The last factor in formula (61) is the asymptotic behaviour of P J (- cos,,) (i. e. the Legen 
).- 2' -

der function of the first kind), when I). 1 -.. <D. 1).1 (" - tI) » 1 (). is approximated by ). g in 

the denominator). Then writing the Legendre function instead of its asymptotic behaviour we 

have: 

[

Pip <lis i).v 
~ e e p 

p=O 
l (-costl) 
2 

(62) 



- 19 -

which gives the correct contribution of the surface waves even in a neighbourhood of the ax­

ial caustic (see also Levy_Keller(2)). 

2. 6. - The reflected rays. 

Now we go to cons ider the reflected ray contribution. In the wavefunction thi s will be of 

the form Ar(r, "r)exp[i ll>r(r , "rD ' where II>r(r, "r) reads as follows (see fo r mula (23)): 

II> (r, -Ii ) = 2.1 r + kR - '1 1og 2kR 
r r 

(63) 

and .1 r is given by eq. (38). The amplitude Ar can be deduced from eq. (51). Indeed, using 

b 1/21 d-l} 1-
1

/
2 

eq. (37), we can evaluate the term (sin -I}r ) db r . Recalling that J. = kb, we get: 

where 

b 1/ 21 d"r 1-1
/

2 
_ R ~ J -1 / 2 

(-. -_.- ) -db - 2 S/'(-/}r) 
Slovr 

J. 
( y = 

kR 

(64) 

(65) 

Writing the contribution to the wavefunction of the reflected rays, and comparing this with the 

asymptotic expression of the wavefunction (formula (7 )) we extract the scattering amplitude for 

the reflected rays: 

2 i.1 
f (k, -I} ) = -21 rS/' ( ii' )1- 1/ 2 e r .'it(-/} ). 
r r L r 'J r 

(66) 

As far as 9t(*r) is concerned, we use the Fresnel reflection coefficient, i. e. we make .the 

approximation of considering the reflection as that produced by a plane wave on a plane in­

terface : 

9l( -/}) = -
r 

where 

and 

K - 'k 
r r 

K + k 
r r 

(67) 

(68) 

(69) 
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In formula (67) (as well as in formula (63)) the dependence on t}r can be made explicit through 

the function A( ,}r)' which can be obtained inverting eq. (37). 

2.7. - Differential croBs-sections. 

Summing the contribution of the surface waves to that of the reflected rays (which now can 

be written omitting the index r in the notation of the angle t1'r)' we obtain a cross-section of 

the following form: 

where A and X are real valued functions such that 

IX 
A e = 

i(2A -!!) 
D(2"A )1 / 2 e g 4 D' 

g . 

( 70) 

(71) 

We recall that the reflection amplitude, which appears in formula (70). has been deduced as 

Burning a sharp edge for the nuclear interaction region. But in the next section we shall Bee 

that this assumption is too drastic for fitting the experimental data, Indeed we shall be obliged 

to mOdify the reflection amplitude following a more realistic hypothesis of a diffuse edge. In 

this case the reflection amplitude becomes negligible as the energy increases, and the cross­

-section reduces to the surface wave contribution alone. This latter, at a fixed energy. 

reads as follows: 

(72) 

2 2 
where C = R A • On the other hand, at fixed angle (,} = 1800 ), we have P I (- cos,}) I, 

A- 2" 
and then from (70), (71) we get: 

" +) P ip<P i(Av+-n 2 
l: e s.I!'(v)e p 2 P 

2"A R2 I 
-coc:-s:;(.!j~'g7/02') D D' 

p=O p p 

3. - PHENOMENOLOGICAL ANALYSIS. 

( 73) 

In this Section we present and comment the fits of the experimental data. We have focus­

ed our attention on three examples : 160 ( n, al I60, 28Si{ a, a)28Si • 40Ca( a, a)40Ca. Since in 

the latter case we have been able to find a larger number of experimental data, especially at 
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higher energies, the analysis is more complete and richer. 

One can try two different types of fits: 

a} at fixed energy, 

b) at fixed angle, 

Considering the first class of fits, let us do some preliminary observations. Firstly, we 

fit the data in a restricted angular region near 1800
• which coincides roughly with the region 

. d' . .• < (k R)-1/2 where the glory effect, produced by the surface waves, is ommant, 1. e, n -v·...., c 

(see ref. (14». However. as we shall see, in some cases we can extend our fits to a larger aE!. 

gular region, Moreover, as is clearly shown in the figures which are given below, it is evident 

the necessity of separating the fits at energies larger than I'V 35 MeV, from the ones at ener­

gies which range between 22 and 35 MeV. 

In Figgs. 2, 3 the backward elastic scattering cross-sections of a particles from 40Ca 

are fitted by formula (72). where C and Re)., 1m), are regarded as free parameters; the eneE, 

gy range considered is from 36 to 62 MeV. The fits shown in these figures extend as far as the 

agreement with the data is satisfactory; then we see that in the energy range from 36 MeV to 

- 50 MeV our fit generally works up to {J!:::: 1350 (Fig. 2), whereas in the range from -v 50 MeV 

to 62 MeV we can generally extend our fit up to t}~ 1100
; below we shall give a tentative expl~ 

nation of this fact. ReA and 1m). are reported in Table I. In Fig. 4 we report analogous fits 

for the scattering 160( a, a)160 , in the energy range from 37 to 50 MeV; Rel and 1m!' are re 

ported in Table III. In this case the experimental data are less abundant, then the fits, shown 

in the figure, stop at different angles, since we use all the data which we have at our disposal 

at various energies. 

As shown in Figs. 2, 3, 4, the agreement of the fits to the data is good enough to say that 

the sole effect of the surface waves is sufficient to explain the backward peaks and oscillations. 

Then returning to the variation with the energy of the angular region where the fit works (vari~ 

tion which has been observed in the 40Ca( a, a )4 0Ca case), we can tentatively advance the fol­

lowing explanation. This variation can be correlated to the decrease of the backward peak, which 

starts at ""'36 MeV, but becomes significant for energies larger than 50 MeV. This might be 

due to the fact that at higher energies new inelastic and reaction channels open; this causes an 

expansion of the absorptive region and conseque~tly an attenuation of the amplitude of the sur­

face rays that undergo one or more shortcuts: the larger the number of p (i. e. of shortcuts), 

the stronger the att-.~nuation. Now, in these fits at fixed energy that we are considering, we use 

formula (72), which holds true as long as we can neglect the angular dependence in the polyno-
+ 

mials 2'p{ ~ ~). This approximation is acceptable in an angular region suffiCiently near 1800 ; 

for larger angular regions the exact cross-section deviates cons iderably from formula (72) , 
+ 

since the angular dependence of the terms ~p( ~ j;) can no longer be neglected. This depen-

dence is more accentuated for large values of P. while it is more bland for lower p. Since, 
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TABLE I 

Values of the parameters Re). and 1m)., as 
obtained in the fits to the 40Ca (a, a )40Ca 
data at fixed energies: column a refers to 
the fits where only the surface ray contrib!:!. 
tion is considered; column b refers to the 
fits where the interference between surfac e 
rays is taken into account. 

ReA !rnA 
E (MeV) 

lab a b a b 

23.4 10.4 10. 3 0.70 0.70 

24. 1 10.4 10. :; O. 71 0.85 

24. 7 10. 7 10. 8 O. 91 1. 00 

25.2 10.4 10. 1 O. 99 0, 83 

26.4 10.6 10. 1 0.73 
1

0
•

62 

36. 2 12. 5 1. 04 

39. 6 13. 3 O. 78 

40. 13.9 O. 83 

42. 14.2 O. 61 

46. 16. 5 O. 41 

48 17. 1. 05 
I 

49.5 15. 8 0.55 

i 50. 17. 1 I 0.70 

54. 17.4 O. 78 

58. 18. 3 1. 57 

61. 17. 8 . 2. 04 I 
62. 19. [ 1.95 j 
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TABLE II 

Values of the parameters ReA. and 1m).., as 
obtained in the fits to the 28S;( a,a)28Si 
data at fixed energies. See the legend of 
Table r. 

ReA !rnA 
E

lab 
(MeV) 

a b a b 

22. 7 7.6 7.6 0.88 1. 11 

25.2 10. 5 10,6 1. 02 1. 06 

27. 5 11. 1 11. 5 0.80 1. 01 

l 30. a 13.4 12. 9 2.80 2. 34 

TABLE III 

Values of the parameters ReI. and !mA, as 
obtained in the 160( a, a)160 data at fixed 
energies. 

E
lab 

(MeV) ReA ImA 

25.4 8. a O. 51 

26. 6 8. 3 O. 96 

29. 1 9.4 0.20 

30. a 9. 2 O. 20 

30. 9 9.9 O. 23 

32. 2 10. 2 0.30 

37.4 9. 6 O. 67 

40.7 10.7 1. 01 

41. 9 11. a 1. 27 

44. a 11. 1 1. 58 

49.7 11.3 1. 31 

at higher energies, the amplitudes corresponding to the larger values of p are attenuated, 

our approximate formula (72) can be extended to a larger angular range. 

Now if we try to fit, with fromula ( 72). the cross-section of 40Ca( a, a)40Ca • at back­

wards, in the energy range from 23 to .v 35 MeV, the agreement is unsatisfactory as shown 

in Fig. 5a. We find an analogous situation in the case 28Si(a, a)28si . as shown in Fig. 6a, 

where we report the fits in the energy from 22 to 30 MeV and only one fit is good. Therefore 
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we think that it is worth trying to fit the data taking into account the interference between the 

surface rays and the reflected rays. Accordingly we should fit the data with form ula (70); h£ 

wever this fit is not successful. This, perhaps, can be explained noting that a cutoff poten­

tial is a too drastic approocimation for evaluating correctly the reflected rays. Therefore we 

modify formula (70) adopting for the real part of the nuclear potential a Woods-Saxon shape 

instead of a square well, i. e. 

(74) 

where RV
c 

and .LiVo are respectively the radius and the diffuseness. Accordingly formula 

(66) will be modified as follows: 

where .L1: and ff"'( *r) are given by formulae (38) and (65) respectively, but using RV
o 

instead of R: fJt"'(*r) is given by 

(75) 

( 76) 

where r is the Euler gamma function, while Kr and kr are given by formulae (68) and (69) 

respectively, where now RV .is used in place of R. The reflection coefficient fJt~({} ) for o r 
a spherical Woods-Saxon potential has been obtained following a procedure proposed by Anni 

et a1. (19). This procedure consists in modifying the reflection coefficient of the one dimen­

sional Woods-Saxon barrier(18). taking in place of the incident momentum its radial compo­

nent. In formula (75) we have neglected the distortion caused by the Woods-Saxon shape of 

the potential on the trajectories of the incident particles; this approximation seems to be a~ 

ceptable, due to the short range of the nuclear interaction. Lastly we observe that formula 

(76) reduces to formula (67) for Ltv: - O. 
o 

Concerning the first term appearing in formula (70), we can reasonably assume that it 

needs not to be modified. Indeed, due to the small value of diffuseness that we find in fitting 

the data. V(r) varies very rapidly near the edge of the interaction region. Consequently it 

is not out of place to speak still of surface waves and of shortcuts. In conclusion we use the 

following formula: 

(~) 
dQ 2 1 iX '" 12 RVAe P (-cos*)+f(k,*) , 

o )._ l r 
2 

(77) 
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where fr(k,iI) is given by formula (75), while A exp(i1.) is defined by formula (71). Here 

we use A, X. ReA, 1m). as free parameters. Concerning V and Rv. ' we use the values ob 
o 0 -

tained by Michel et al. (8) in the case of 40Ca( a, a )40Ca and by Lega et al. (32) in the case 

of 28Si ( cr., a )28Si. These values of Vo and Rv: are taken fixed in fitting the various sets of 
o 

data at different energies. On the other hand the diffuseness obtained by these authors is 

too large to fit suitably the experimental data. Therefore we leave .d vo free, but still in­

dependent of energy. We obtain for L1v. the same valu e for 40Ca( n, a )40Ca and for 
o 

28Si(a,n)2BSi scattering; it is given by Llv. = 0.28:0.01 fm. o . 

The fits that we obtain for 40Ca( a, a )40Ca scattering are shown in Fig. 5b; the fit" r~ 

lative to 28Si( a, a )288i scattering are presented in Fig. 6b. The values obtained for ReA 

and 1m). are reported in Tables I and II respectively and they do not change significantly 

with respect to the values obtained neglecting the reflected rays. The agreement of the fits 

to the data is satisfactory. More precisely, let us take the ratio X2J (degrees of freedom) 

both for the fits in which only the surface waves are considered and for the fits in which the 

interference is taken into account: we find that in the latter case the ratio is always consi­

derably lower than in the former case. Finally let us observe that in all these cases the fits 

stop at {) '::" 150°, nor can they be extended further. This feature can, perhaps, be related 

to the fact that for E ~ 35 MeV the contribution of the surface waves with higher values of p 

(i. e. surface waves which take two or more shortcuts) cannot be neglected. This implies 

that our approximation works only in an angular region at backwards, where the glory effect 
+ 

is strictly dominant and the angular dependence in the polynomials :l'p( ~p) can be neglected. 

The analysis of the ItlO(a,a )160 scattering looks quite different. Indeed we succeed in 

obtaining good fits, even in the energy region from 22 to 32 MeV, considering the sole effect 

of the surface waves, but the values that we obtain for 1m), are surprisingly small. This 

a nomaly has been already remarked by Cowley and Heymann(28). The fits are shown in Fig. 

7 and Re)., 1m). are reported in Tabl e III. Let us observe, however, that for 1m). we get 

values which are larger that "those of ref. (28): this is obtain ed restricting the angular region 

of the fits at backwards where, as we have already remarked, the glory effect is strictly do-

minant. 

Before going to the analysis of the values of ). which have been obtained in the fits, let 

us spend a few words of comments about the dependence of ). on k. In this c onnection we 

observe that a (see formula (53)) represents a quantum corrective term with respect to A : 
g 

then aJ Ag -1' 0 as k -1>- CD. Therefore it is reasonable to approximate ReA by Ag• i. e. to 

fit the values of ReA, that we have found in the fits, using formula (32). 

The fits to ReA are shown in Fig. 8a , b, c. The values of A considered here are those 

obtained taking into account the interference with the reflected rays, in all the cases where 

this interference is significant. By these fits we derive the nuclear interaction radii relative 
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to the elastic scattering. These values are reported in Table IV, where a comparison with 

the values obtained by two different methods is tried. In our phenomenological model the i!!, 

teraction radius is to be intended as the maximum value of r for which the nuclear interac 

tian has an appreciable influence. 

TABLE IV 

Nuclear interaction radii as obtained by our fits to ReA vs . energy 
(see Figs. 8a, b, c) and comparison with the values desumed from 
formulas found by other authors. 

~' Present work ( 30) (31) 

Scattering R(fermi) R(fermi) R(fermi) 

40Ca( a ,a )4OCa 6, 76 5. 94 7. 13 

28SiI a, a )28Si 6. 16 5.46 6. 55 

160 ( a,a )160 5. 30 4.80 5.78 

As far as 1m), is concerned, we can assume that its dependence on k is quite similar 

to the one that was calculated for an unchanged transparent sphere(14), i. e. that 1m). in­

creases slowly with energy. This is in qualitative agreement with the behaviour of the val­

ues that we have found (see Tables I , II, III). However, since the uncertainty in the deter­

mination of Im). is quite large, a precise fitting is, at the moment, meaningless. 

Now let us consider the fits at fixed angle, 1. e. at {}':: n. Here the situation is much 

more involved and the experimental data are less precise. Also in this case it is conven­

ient to distinguish between two different regions. At higher energy (1. e. for E ~ 35 MeV) 

the backward cross-section shows a rapid decrease. Conversely, at lower energies, we o£ 

serve large oscillations which seem to be due to interference effects. In this case the renec 

tion amplitude is to small to explain the oscillations that we observe. These latter , instead, 

might be due to the interference among surface rays which take a different number of shor..!, 

cuts. We proceed tentatively and just consider the case 40Ca ( a, a )40Ca , where a larger 

number of data is available. We neglect the contribution of the reflected rays , therefore we 

can use formula (73). Moreover we introduce some simplifying assumptions. Firstly we n~ 

glect the effect of the Coulomb force; therefore we can approximate Ag with kR and set tl'g= 

= O. Furthermore, thanks to the "localization principle ll (21), we may assume for the dif­

fraction coefficients and for the decay exponents the same k-dependence as in the case of 

an uncharged transparent sphere( 14), 1. e. 

DD' = dk- I / 6 (78) 
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!. + ia '" kR + (a + ib)k
l

/
3 

g ( 79) 

where a and b are real positive constants, while d is a complex number. Lastly we just 

consider the contribution of the terms relative to p = D, I, 2 shortcuts. Then formula (73) 

becomes: 

where 

and 

z e 

2"R3 I d 12 :t' ( • ) 
p p 

i(<P -!.,'} - ;)') 
s t 2 

(80) 

(81) 

(82) 

If, in addition, we neglect the term ak 1j 3 in the expression of ). (as we did in the fits to 

the values of Re),). and assume that CPs is proportional to k, formula (82) reads as follows: 

(b,'}t k
1
/

3 + i'P) 
z = e (83) 

where r:p is a real function which depends linearly on k. Formula (80) has been used to fit 

the data up to E ~ 36 MeV; the fit is shown in Fig, 9a, Here we do not make a best fit, but 

only a fit with the constraint that some of the parameters involved (e. g. "'t) should assume 

reasonable values. The theoretical curve fits only qualitatively the experimental data, in the 

sense that it simply reproduces their oscillating trend. However, taking into account the 

crudeness of the model, such a discrepancy is not surprising. 
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FIG. 9 - Fit of the differential cross section at fixed angle (f)= 180°) vs, incident wavenumber in 
the C. M. S. : a) up to - 37 MeV; b) above 37 MeV. The data are taken from ref. (29). 
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F or higher energies we have to keep into account th e effect of the expansion of the op~ 

city region. As we have already said, this effect causes an attenuation of the amplitudes r~ 

lative to the rays which take shortcuts. We take this effect into account by modifying form~ 

la (8 0 ) in a suitable way: we neglect the rays which take two shortcuts, i. e. we set L2 = 0, 

and s uppose that the amplitude relative to the rays with one shortcut is linearly decreasing 

with k. Finally formula (80), modifi ed in this sense, is used to fit the data in the energy 

range from ~6 to 65 MeV. The fit is shown in Fig. 9b. 

In conclusion we can say that: 

a) T he role of the surface waves is evid~nt in the energy range between .....,35 MeV and IV 60 

MeV, especially i n the case 40Ca(a, a)40Ca. 

b) A t lower energi es the physical situation is much more involved and interference mecha­

nisms a r e necessary to explain the experimental data. 

We have exam i ned two possible types of interference. 

i) Interference of the surface waves with the reflected rays; this interference could be re­

levant for reproducing correctly the osc illations of the cross-sections at fixed energy. 

ii) Interference of surface waves with a different number of shortcuts (different p); this m~ 

chan ism could explain the large oscillations observed in the cross-section at fixed angle 

(*- n) up to ·" :35 MeV. 
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APPENDIX. 

In this Appendix we treat the case of the grazing rays. In this connection it is conven­

ient to analyse the trajectories in the following three regions separately: before the colli­

sion; on the sphere; after the collision. Then let us start to consider the first region. 

a) Here we apply eq. (45) to an incident ray. We shall denote by Q and Q' two points of the 

ray considered, at distances ro and r' respectively from the origin. Next the pOints Q and 

Q' shall be pushed up to infinity and up to the pOint Q I (see Fig. 10) respectively. 

p 

Q 

0' 

FIG. 10 - Diffracted ray in the direction *: case p = 0, counterclock­
wise travelling wave, 

Here and in the following we shall denote by gQ the modulus of the fundamental vector 

product relative to the wavefront passing through Q, by gQr the sam e quantity relative to 

QI and so on. Now, the value of gQ can be deduced from eq. (47). setting). = Ag: we get 

!. a -4 
k"(l +O(r

o 
»). (A.I) 

Furthermore, if we parametrize the wavefront in QI by f} and p, gQI is given by: 

I dr' 2 JI / 2 
-2 ( dif )!.=;' 
r' g 

(A.2) 

, I o(U V) I Besides we have to evaluate the Jacoblan (}(u: v) (see eq. (45)), which, in our case , re-

duces to kJ :f I ).= .). • In conclusion we have 
g 
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(A.3) 

and we are faced with the problem of evaluating ( ~~) ).=!'g 
dr' 

and (df)!. = !. 
g 

on the wavefront 

passing through Q'. We have at our disposal the equations of the wavefront and of the tra ­

jectory, i. e. 

<li ().. #. r'. ro) ).#+ Io (). ' r'. ro) = const. (A.4a) 

iJIo 
#+ 

iJ). 
(A.4b) 

where 10 is given by eq. (14. c) with r replaced by r'. Taking the total derivatives of eqs. 

(A . 4a, b) with respect to .t, we obtain: 

d11 ~ dr' 
(A.5a) <li11 dT + <lir d). + <lir , dT + <li). 0 

0 

F# 
d# +F 

dro 
+ Fr' 

dr' 
+ F). 

d#o 
(A.5b) 

dl. ro d). dl. ~ 

dr 0 d#o 
But dl. and dI" can be evaluated starting from eq. (46) and from the approximate rela-

tion).;;r' krosin *0' 
dro -1 

which holds true for large values of roo We obtain dl = O(ro ) and 

d#o -1 
- = O(r ) 
d). 0 • 

also for TO -)00 

On the other hand cP and F~ remain finite for any finite valu e of 
ro 0 

dr 
00. Therefore, when Q is pushed to infinity. the terms where dAD 

TO and 

appears 

can be neglected and the eqs . (A. 5a , b) can be regarded as a linear syst =m to be solved with 

d,'} dr ' 
respect to dI and to d). . Moreover, pushing QI to Ql' we must set r l ;:: R. The solu 

tion oJ OUI' system is: 

-1 
0(1' ) 

o 

1 
k cos 

(A.6a) 

(A.6b) 

~ Fur thermore when QI tends to Ql' sin,'} becomes cos ( 2 ). Substituting all these quanti-

ties in formu la (A.3) and using eq. (45) we get the following expr ession for the amplitude of 

the incident beam at Ql' whi c h shall be denoted by Ai (Ql) : 
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(A.7) 

where n(Q) and n(QI) are the refractive index at Q and Q I respectively. The amplitude Ao 

at Q has been omitted, since it is set equal to lowing to the normalization constraint. 

b) In this Appendix we shall speak of wavefunction and we shall use the symbol 1p; indeed we 

are referring to the grazing trajectories only, and to their contribution to the wavefunction. 

Then the incident wavefunction at the point Q I has the following form: Ai(QI) exp~ Ll g] • 

where Ai(QI) and Llg are given by formulae (A.7) and (35) respectively. But at Q I we have 

the phenomenon of diffraction. Following Levy-Keller(2) we assume that the diffracted wave 

function is proportional to the incident one, through a proportionality factor depending on the 

incident wavefunctioII and on the local properties of the surface. This factor we define as 

R I / 2D(QI)' where D(QI) is the (dimensionless) diffraction coefficient (see also ref. (14)). 

Thus, assuming that the phases of the incident and the diffracted wavefunctions are equal(2), 

and denoting the diffracted wavefunction by 1J1d (Ql) I we have: 

(A.8) 

Let us consider, for the moment, only those rays which do not undergo any shortcuts (p = 0). 

The surface ray starts at Ql' then it describes a tract of geodesic along the surface of the 

interaction region. At each point the ray splits, one part continuing along the surface and the 

other part leaving the surface along the tangent to the geodesic. Thus at the point PI (see 

Fig. 10) the phase is given by: 

(A.9) 

+ where ~ is the arc described by the surface ray. Furthermore we introduce a decay ex­
o 

ponent a, which describes the decay due to the ray splitting exposed above. In conclusion the 

wavefunction in PI is given by(2): 

(A.IO) 

where dao! da is the ratio of the strip width of surface rays at Q 1 to that at Pl. A sim pIe 

geometric calculation gives: 

do 
o 

do 

1} 
cos(-?-) 

(A.II ) 
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Finally in formula (A.10) the product of the exponentials exp(- a~~) and exp{ik.cR ,~) can be 

rewritten as follows: exp i OkcR + ia) ~~J; thus we introduce a complex valued angular mo­

mentum: ).::: kcR+ ia. 

c) From the point PI the tangent ray travels to P at a distance r from the origin (see Fig.IO). 

Let pI denote a point on the diffracted ray from PI to P, at a distance rl from the origin. 

We can apply once more eq. (45) in the tract P'P; then we shall push pr to P
l 

and P to infi­

nity. Therefore we must evaluate ip! and gpo If we pa~ametrize the diffracted wavefronts in 

P and in pi by {} and rp we obtain formulas similar to (A.2), So we are faced with the problem 

of deducing the expressions of dr / d1} and drl /d # on the wavefronts passing through P and pl. 

To th is end we write the phase of the diffracted rays, from the pOint of incidence QI to a gen­

ericaJ point on the diffracted ray (say P), as the sum of two addends: the phase difference ~s 

between Q I and PI' along the geodesic, and the phase ~t of P relative to PI along the dif­

fracted ray, tangent to the surface. So we have: 

cp = A ~+ s g 0 
(A.121 

(A. 131 

where IP"g ' R, r) is given by eq. (14.b ) with R in place of rand Ag instead of A. Next we 

write the equation of the wavefront of the diffracted rays as follows: 

1} 
cp+cp J.(1} +..:iL 

s t g 2 

Deriving (A.14) with respect to tt, we get: 

dl 
+ -

dr 
dr 
d1} 

o 

const. (A.14 1 

(A.151 

whence we derive the expression of dr / d1J. We can proceed analogously [or obtaining dr' j d{}, 

Substituting these quantities in eq. (A.2) we get: 

2 2 21 1 k r I - 21J kr I ] /2 g p' = r' sin 1} ( --;2-?-2;C--"-"-"-"-'---"2 I 
k r I - 21J kr I - A 

g 

(A.161 

and 

2 . - 2 
gp = r I sin e I (1 + Orr II (A.171 

where, as usual, the deflection angle B is given by: 
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lim ,1(r) 

r -+ co 
(A.18) 

The Jacobian I ~\~: ~; I (see eq. (45)) reduces to I :~ I. To evaluate this derivative, let 

us write the equation of the trajectory of the diffracted ray: 

" .. Hr) = 
2 
~ 

2 
+ 

+ ~ + o .r (A.19) 

R 

From this equation we derive ~~ in terms of tt(r); next substituting this expression of ~+ 
o 

in eq. (A.IS) and taking the total derivative of e with respect to 1} we get: 

(A.20) 
2 2 2 

k rl - 27Jkrl I. 
g 

Putting (A.1 6), (A.17) and (A.20) in eq. (45) and neglecting terms of order 0(r- 2), we get: 

2 2 2 

[ 

- 2 2 k r' - 2'1kr' ). 
Af(P':1 n(P')r' ISin* l ( 2 2 - g )1/2 

k r' - 21Jkr ' 
(A.2l) 

where Af denotes the amplitude of the outgoing wave. In this case, however, we are faced 

with a difficulty in dOing the limit for pI _ P l' Indeed the surface of the obstacle is a caustic 

of the diffracted rays; then the amplitude becomes infinite, at least within the approximation 

of geometrical ray tracing. But observe that the term (k 2r,2 _ 2 1}krl _ ;.:)1 / 2 goes to zero 

as rl -i> R. Then, in analogy with a procedure followed by Levy-Keller(2), we introduce the 

following quantity: 

= lim 
rl40 R 

(A . 22) 

which is certainly finite thanks to the eq. (A, 21), Furthermore observi ng that sinft becomes 

+!!JL cos(~o- 2 las P'~Pl,fromeqs.(A.2l)and(A.22)weget: 

A(P l ) -lk + 
= R I. 11 / 2 T cos( ~o-

r SIn e g 

~ n(P1)ll / 2 
2 ) n(P) • (A.2 3) 

now we can aSSllme, in analogy with the procedure followed by Levy-Keller(2). that A(P 1) is 
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proportional to the amplitude of the diffracted wavefunction 1p(Pl). through a d imensionl ess 

proportionality coefficient D'(P
1

). Then, owing to the reciprocity principle(2), we can re­

gard this factor as a diffraction coefficient; moreover, thanks to the spherical symmetry of 

the obstacle. we can say that D'(P
1

) = D(Ql)' However, since we are interested to making 

a phenomenological extension of the model (see section 3). where this equality may be no 

longer true, we prefer to indicate the two diffraction coefficients by two different symbols. 

Concerning the phase of the outgoing wave at the point Pl' it is assumed equal to the phase 

of the surface ray at the same point, i. e . L1g + kcR ~~ (see formula (A.9». Then the wave­

function at the poi nt P 1 is given by: 

(A. 24) 

Furthermore the wavefunction at the point P shall be given by : A/P) eXP[i<PfJ, where Af(P) 

is given by formula (A .21) and CPf is given by: 

<Pc 

Collecting all the results we finally obtain: 

'I' (P) = R 
C 

e 

(A.25) 

i [!<r - '11og 2kr] 

(A.26) 
r 

where ,1. = k n + ia, and in place of L1 we have written its expression given by formula (35). 
c g 

Furthermore we have used, in formula (A .26 ), the scattering angle {} instead of the deflection 

angle 9. In this connection let us deduce the general relations hip between the deflection an­

gle e and the scattel'ing angle· {} for the diffracted rays. We have: 

+ e = 10 - {} + ~ - + p{} + 2 run 
g p t 

(ru=O,1,2, ... ) (A.27) 

± 
where ~o are defin~d by formula (52. b). This latter formul a can be rewritten in the follow 

ing way: 

+ c = {} -p{} :{}+2nn 
p g t 

(A.28) 

+ 
where n is such that 0 ~ ~- ~ 2 IT. Therefore substituting (A.28) in (A.27) we obtain: 

p 

e ~ {} + [2 (m + n) + 1J 10 (A.29) 
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Let us remark that if the surface ray is critically refracted at a point 8 11 takes a shortcut 

SI S2 and reemerges at S2 (see F ig. 11). then we can repeat arguments quite close to thos e 

developed before. 

FIG. 11 - Diffracted ray in the direction {t: case p= 1, counterclockwise 
travelling wave, One has ~t = fJ'I + 9'2" (The shortcut i s represented 
only qualitatively). 

In particular we can apply eq. (45) to the shortcut 818
2 

and use the symmetry of the trajec­

tory .with resoect to the point of minimal distance. The result is: 

. ). ~ + 
1 '1 

De Dl2 e 

i<l> 
S D D' 

21 

2i '{log(kR - '1) - 0 
e 

e 
i [ k r - '1 log 2k.J 

(A. 30) 
r 

where D12 and D21 are coefficients of proportionality for the rays which enter into or em e£ 

g e from the sphere; exp(icJ>s) is the propagator for the shortcut and it is given explicitly by 
+ 

formula (54); lastly the scattering angle if is rel ated to '1 through formula (A . 28) setting 

p = 1. 
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