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Abstract

A few aspects of the simulation strategies as required in present high energy cosmic
ray physics are briefly reviewed. The analysis of deep underground muons and of the e.m.
component of Extensive Atmospheric Showers are considered as examples. The possible
use of standard codes adopted in accelerator physics is also discussed.



1. Introduction

At present an intense activity exists in the field of high energy cosmic ray physics.
The main goal is to understand the origin, acceleration, and propagation mechanisms
of these high energy particles and nuclei. These are distributed over an extremely wide
energy spectrum (up to 10%° eV events have been observed), falling approximately as a
power law ~ E~7. A steepening of the spectral index v from ~2.7 to ~3.0 is observed
around 10'° eV (“knee” of the spectrum). The understanding of the origin of such a knee
is considered as one of the fundamental issues. In particular, it is of great importance to
reach definitive conclusions about the mass composition of primary cosmic rays around
and above the knee, i.e. the relative fraction of protons with respect to heavier nuclei. For
a basic review on the argument see ref. [1]. At present controversial measurements exist.
While at energies below a few tens of TeV direct measurements are possible by means
of stratospheric balloons or space stations, at higher energy this is no more feasible: as
an order of magnitude, the number of primaries with energy exceeding 10'° eV is ~ 70
m~2. s~ - year~!. Therefore only indirect measurements are possible in this range, i.e.
through the properties of secondary particles produced by the interaction of primaries
with the atmosphere (Extensive Air Showers). It is evident how the interpretation of
these results has to rely necessarily upon simulation. This is a task which, due to the
scale of relevant quantities, requires an effort comparable or greater with respect to similar
activities in accelerator physics. The particular nature of the problem usually asks for
short-cuts or “ad hoc” simulation strategies. A brief discussion on these strategies, far
from being exhaustive, is presented in section 2. A crucial role is played by the hadronic
interaction model, whose problematics is summarised in section 3. As typical examples of
simulation application the analysis of deep underground muons and of the e.m. component
of Extensive Air Showers are presented in section 4 and 5 respectively.

The short discussion presented here does not include many important aspects of the
research in high energy cosmic ray physics. Among the missing items of particular in-
terest are the simulation problems for underground or underwater high energy neutrino
detectors.

2. Simulation Strategies

A first technical complexity, as compared to accelerator experiments, comes from the
fact that in cosmic ray problems there is not, usually, a point-like interaction region,
but a wide solid angle source has to be considered. In the high energy region, primary
cosmic rays have an isotropic angular distribution, deviations being at the 1072 level.
Typical angular coordinates are the zenith (measured from the vertical), and the azimuth
(measured clockwise from North). Impact position of primary direction has to be uni-
formly sampled over an area, orthogonal to the considered arrival direction, sufficiently
larger than the detector itself, since a trigger may occur from part of a shower whose
core can be far off the apparatus. The extension of such a sampling area clearly depends
on the particular conditions of a given experiment; examples of relevant parameters are
the transverse structure of the shower, the size and the site of the detector, the energy
region considered, etc. The energy sampling deserves some care, since several decades of
energies, over a power-law falling spectrum usually contribute to the data sample of an
experiment. In order to avoid fluctuation problems the energy interval can be subdivided
in bands and the partial results are eventually summed up. The minimum energy is dic-
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tated by threshold considerations, while the maximum depends on the experimental time
interval under analysis. The energy limits, the exposure time, the sampling area, and the
angular window fix the number of primary particles to be generated at simulation level,
for a given energy spectrum and composition model. The total number may be extremely
high, and the dominant factor is in general the energy threshold, due to the spectrum
shape. Therefore the primary achievement in simulation is to reach enough speed and
simplification without appreciable loss in the results. A first handle is of course the energy
cut of secondary particles. In the case of experiments measuring only deep underground
muons, for instance, the minimum energy for a muon to reach the detectors is determined
by the rock overburden: this allows automatically the use of high energy cuts (hundreds
of GeV, typically), thus discarding also the abundant electron/photon component. How-
ever, this is not the case when the surface e.m. component is needed, in EAS arrays, or
in the simultaneous measurement of surface e.m. size and deep underground muons (see
ref. [2]). Here an energy cut down to the MeV level, or below, is requested. Biasing tech-
niques are often of little use, since correlation of measurable quantities in the same event
may be important. A typical example is the N.-N, correlation. Not only are average
values requested, fluctuations play a fundamental role. This can be easily understood,
for instance, in the case of a surface EAS array: as compared to a calorimeter, such an
array performs, for each event, a single sampling of a shower at a given depth. A large
use of analytical formulas (solutions of the shower transport equations under different
approximations) has been made, as far as the e.m. size is concerned. This point will be
re-examined in section 5.

The use of parameterizations is one of the most frequent solutions to speed up calcu-
lations. An example of parameterization of Monte Carlo results for underground muons
(NIM85[3]) was presented with the explicit aim of providing the tools to build fast gen-
erators. This turns out to be a successful strategy in some cases, however once again the
correlation between different parameterized quantities is lost. Oversampling of the events
is also a trick which can be used in some cases (take for instance the operation of sampling
the impact point). Here the danger of introducing unwanted under fluctuations must be
considered.

There are experiments which, near the extreme end of the spectrum, measure the
position of maximum in the shower, or the rate of change of shower maximum as a
function of LogE (“Elongation rate”). The most famous example is the Fly’s Eye[4].
Here the generation of the transverse structure of the interaction, and of the shower, is
obviously very simplified.

A useful strategy for an experiment is the use of shower banks. For example, in order
to avoid different generations for different test composition models, different mass groups
(usually five are enough: H,He,CNO,Si,Fe) can be generated with a properly chosen
energy spectrum ®;(E). Any test composition model can be constructed by sampling the
events from the different mass banks, with a weighting (or rejection) factor which, at each
energy Eo, is just the ratio ®/(Eq)/®1(Eo); ®/(E) is the differential energy spectrum of
the desired model for the j-th mass group.

A brief discussion on particle transport in the atmosphere is also of some interest. Due
to the homogeneous material, the shower simulation in the atmosphere can offer some
technical advantages with respect, for instance, to the case of a shower in a sampling
calorimeter. The absence of abrupt discontinuities in the material and in the geometrical
set-up, allow a relevant saving of computer time. The very long extensions (tens of km)
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and the non constant density are only apparent problems. In the specialised codes, trans-
port routines are explicitly designed to work in gr/cm? units and whenever a conversion to
metrical units is necessary, the use is made of analytical relations describing the vertical
profile of the “standard atmosphere” (Shibata fit, see ref. [1]). As an example, in Fig. 1
the height-depth relation, between 2 and 36 km a.s.l., is shown. In this way the set-up
can be treated as an infinitely extended medium. Care must be taken if zenith angles
exceeding 60° are needed, since the earth curvature is then no more negligible.

3. The Hadronic Interaction Model

The hadronic interaction model plays a significative role in the simulation chain. In
practice most of present codes operate in the context of superposition model, where a pro-
jectile nucleus of mass number A and total energy Eg is treated as A independent nucleons
with energy Eq/A. This is considered a reasonable approximation, however there should
exist some correlation effects. The problem is thus reduced to that of nucleus-nucleus
collisions with the inclusion of nuclear target effects. Up to 1000+ 2000 TeV /nucleon the
c.m. energy is still within the energy range of existing colliders. Therefore, the inelastic
Op—air and On_4ir cross sections can be reliably obtained through the Glauber model,
starting from the existing data on o,_,. Secondary meson production is described by the
inclusive cross sections

claa K
g% e 1
dp? (1)
These ones instead are poorly known in the kinematical region of interest, which is the
fragmentation region. It is usually assumed that only mild Feynman scaling violations
occur in the very forward region; it has been demonstrated how the rate of uncorrelated

high energy muons is dominated by the decay of mesons produced at high xp; they are
proportional to the “Z” function[5], which in the case of charged pions is defined as follows:

1 dN, .+
— ¥ b 2axd
Zppt = /0 2 dr (2)

where dN/dx is distribution of charged pions produced in proton collisions with nuclei in
the atmosphere, and 7 is here the integral spectral index (~ 1.7). The value of 7 is such
that the high x values (where measurements are generally poor) have a dominant weight.
Usually, extrapolations from existing data are needed to build a model.

The transverse structure of the shower is related to the P, distribution of secondary
mesons. The knowledge of this is essential in order to reproduce the acceptance of a finite
size detector. Due to the wide range of energy requested, the correct evolution of P, with
energy is essential. Again the P, behaviour at high xr is not well known and one has to
rely upon some modelization. Moreover the effect of nuclear target, such as the so called
Cronin effect[6], has to be treated correctly.

As far as heavy flavours production is concerned, in general their contribution can be
neglected. This is not the case for particular measurements, such as the analysis of the
prompt (isotropic) high energy muon component.

Among global parameters, the inelasticity, usually defined as the fraction of energy
not carried away by the leading baryon, has some importance since it is related to the
longitudinal development of the shower. The amount of diffractive scattering also enters
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in determining the average inelasticity. Experiments sensitive to the position of shower
maximum seem to prefer high inelasticity models[4].

At present a number of hadronic interaction codes exist for high energy physics, but
often they are designed for accelerator experiments, running at fixed energy, and in general
they are tailored for the particle production in the central region. For technical reasons
it is extremely difficult to include them in a shower program. Specialised codes and al-
gorithms have been constructed for cosmic ray applications. A fast splitting algorithm
with pure scaling, based on energy conservation, was developed by Hillas[7] and it was at
the basis of aforementioned NIM85 code for underground muons[3]. Another attempt is
the HEMAS code[8], which is based on the parameterization of minimum bias events at
SpS by the UA5 experiment[9], generalised to nuclear targets. Multiplicity and pseudo-
rapidity distributions reproduce collider data in the central region up to /s < 900 GeV.
Projectile diffraction is included. The results of such a code were again parameterized to
provide a fast generator for underground muon physics. HEMAS is embedded in a shower
program which allows to follow the shower development in the atmosphere with an energy
cut on secondary particles down to 0.5 TeV. It also includes a three-dimensional muon
propagation code in the rock. A different approach is the SIBYLL code[10], where an
attempt has been done in order to derive the detailed features of the interaction from
an underlying physical model. This is the Dual Parton Model[11], with the inclusion of
mini-jet production, preserving unitarity. Diffraction is also considered here. In ref. [12] a
comparison of the mentioned models, together with other ones, is presented, as far as high
energy muon production is concerned. It is surprising how models, which are constructed
from extremely different approaches, give in fact results not far one from the other, as far
as a few quantities like < N,(E > 1 TeV) > are concerned. As an example, in fig. 2 it is
shown the comparison of the distribution of underground muons (zeros included), at the
depth of 3400 m w.e. (a), and of e.m. size at 2000 m a.s.l. (b), for 1000 TeV protons at
33.5° of zenith, as produced using HEMAS and SIBYLL, for the same shower program
and muon transport. The average N, varies by ~10% , while the average LogN., is prac-
tically unchanged. More important differences appear in the < P, > from the different
models.

In order to overcome some drawbacks of the superposition scheme, the fluctuations of
the interaction lengths of nuclear projectiles in the atmosphere should be considered. A
realistic mode for cosmic ray application is provided by the NUCLIB code[13].

4. The Analysis of Underground Muons

As an example of simulation for an experiment exploring the 1000 TeV region, the
recent analysis of multiple muon events underground as performed by the MACRO[14]
experiment, at the Gran Sasso Laboratory, is summarised here. Deep underground (>3100
m w.e.) the MACRO experiment is able to track the penetrating high energy muons (E,
> 1.3 TeV in the atmosphere) over a large projected area (~ 900 m?). The analysis of the
muon flux in the detector as a function of event multiplicity is performed by comparing
the experimental results to the prediction coming from external input models of spectrum
and composition.

The large area of MACRO detector allows the study of muon separation with negli-
gible detector bias. Such a distribution function is largely determined by the hadronic
interaction properties: the P, distribution of secondary mesons and inelastic cross sec-
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Figure 2. Distribution of underground muons (zeros included), at the depth of 3400 m
w.e. (a), and of e.m. size at 2000 m a.s.l. (b), for 1000 TeV protons at 33.5° of zenith, as

produced using HEMAS (black symbols), and SIBYLL (open symbols).
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concerning muons with energy in the TeV region or above, where the bremsstrahlung
process dominates the fluctuations in energy loss. By means of the FLUKA transport
code[26] the intensity of muons as a function of depth in standard rock (assuming the
atmospheric muon spectrum suggested in ref. [1]) has been calculated[27], with both the
old[21] and new|[25] formula for bremsstrahlung. The result for the depth-intensity curve
is shown in fig. 5. Similar results where obtained in ref. [28]. The difference is relevant
at very large depths, however, already at the depth of MACRO a 5% factor in the total
rate of simulated events could be attributed to such an uncertainty. The same process
would bring, according to a preliminary evaluation, to a 10% uncertainty on the calcu-
lated < N, >. It is astonishing how the uncertainty in muon transport gives a systematic
error comparable to that coming from the uncertainty in the interaction model. However,
we have also to consider that most of formulations for muon energy loss do not include
radiative corrections[22]; their inclusion might appreciably change the quoted results.

5. The e.m. Shower in Atmosphere

The accurate simulation of large statistic of EAS produced by a primary nuclei rang-
ing up to 10° TeV and beyond is a formidable task in terms of computing power. Cosmic
ray shower generators provide the opportunity to follow tridimensionally the secondary
particles produced at different depth in the atmosphere (e.g. photons from #° decay,
electrons from semileptonic decays of K, etc.) In order to maintain computer time within
reasonable limits, these secondaries are followed up to a relatively high energy thresh-
old. It is then assumed that each of these secondary can give origin to a sub-shower
contributing to the total e.m. “size” measured by air shower arrays. The average number
of electrons/positrons arriving at the depth of the shower array from each sub-shower is
usually derived from analytical shower approximations already existing in the literature.
Fluctuations of individual sub-showers are neglected since they are overwhelmed by the
fluctuations in the development of the Extensive Air Shower itself. The use of such ana-
lytical approximations is known to introduce systematic errors, so that new attempts are
under way. The general trend is to try to make use of the results of specialised shower
programs commonly used in high energy physics (GEANT|29], EGS4[30], FLUKA[26],
etc.). One possibility is to create, at some level, an interface between a specialised cosmic
ray code and one of the mentioned shower codes. Otherwise, an attempt has been made
to create a pre-recorded set of showers[31] which is addressed by an EAS general simula-
tion. In this case the limitation is given by the size of the requested dynamical memory.
Here I describe another approach[32], in which a set of parameterizations of Monte Carlo
results is obtained in order to describe the sub-showers initiated by secondary particles
at different energies at different depth in the atmosphere. These parameterizations are
given for the number of particles, the lateral distribution, and the energy distribution of
the electromagnetic component of EAS induced by gamma-initiated sub-showers in the
energy range 10 =+ 10° GeV, and by electron-initiated sub-showers in the energy range
10 + 10* GeV, at different detector depths (Xg) and for starting points in the atmo-
sphere (X,tqr:) ranging between 10 = 1000 gr/ cm?. The motivation to limit the energy
range of electron-initiated sub-showers with respect to the case of gamma-initiated ones
comes from an analysis of the energy distribution of secondary particles in EAS according
to the HEMAS simulation. The features of the electromagnetic cascade allow to express
the results in term of the total thickness expressed in radiation length, independently

M3
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tions which are related to the production heights. At the same time the dependence of
the muon decoherence function on the primary composition is small. Therefore, such an
experimental study gives the opportunity to test some fundamental feature of an inter-
action model. On the other hand, the knowledge of the muon separation distribution
is essential in the analysis of muon multiplicity inside the detector, since it determines
the fraction of muons in a bundle which enter the detector acceptance. A detector in-
dependent analysis performed by MACROQ[15] has shown how the experimental data are
reasonably described by the interaction model contained in the HEMAS code|[8], rejecting
completely the NIM85 model[3]. In fig. 3 the experimental data collected with the full
MACRO length[16] are shown and compared to the predictions from extreme (proton
dominated and iron dominated) composition models as taken from ref. [17]. Moreover,
the overall agreement between simulation and data is maintained even when selecting
restricted intervals of rock depth (probing different primary energies) and of zenith angle
(probing different muon production height). This gives some confidence about the capa-
bility of the HEMAS code to describe the right correlation between < P, >, < E; > and
H (the meson production height).

On the basis of this code, MACRO has compared the experimental distribution of
measured muon multiplicity to the prediction of two extreme composition models (the
same used in the muon decoherence analysis), in order to establish its capability in sep-
arating different hypotheses about composition[18]. Prediction affirm that < N, > is
sensitive to mass composition of the primary component (in practice to some power of
< A >), since deep underground muons mainly come from the decay of mesons produced
in the first stages of high energy interactions.

Practically independently from the composition model when selecting a muon multi-
plicity greater than 10, the primary energy/nucleus is at 90% c.l. beyond the knee region.
In fig. 4 the comparison of experimental data with Monte Carlo predictions is shown.
The analysis is relative to 3295 h of data taking (~ 150000 multiple muon events)[19]. In
order to reproduce a statistical sample of the same order of that of experimental data,
using HEMAS, a farm of 10 RISC machines has used about 2 months of total CPU time.
Event generation requested 0.73 Gbytes of disk storage.

It may be of interest to notice how the treatment of muon transport at high energy
is not a well assessed problem yet. There exist theoretical uncertainties on the nuclear
screening in the muon bremsstrahlung cross section. This kind of systematics becomes
numerically important at E, > 1 TeV. Most of present calculations concerning muon
transport are based on the cross sections reviewed in ref. [20]; there the formulation of
A.A.Petrukhin and V.V.Shestakov[21] for muon bremsstrahlung is adopted. Recently, in
the framework of the design study for new hadron colliders, it has been pointed out[22]
that the muon radiative energy loss in the TeV region as calculated from the formulas
of ref. [20] are different from the results obtained with other formulations[23, 24]: dis-
crepancies in the range 10+-20% were found. The problem can be traced in the nuclear
screening terms adopted in ref. [21], as already pointed out in the review of ref. [24]. A
recent confirmation of the necessity to change the nuclear screening factor comes from
an experimental analysis of high energy cosmic muon energy loss in an iron-scintillator
sampling calorimeter[25]. In that work the authors recalculate the cross section for muon
bremsstrahlung, performing a numerical evaluation of the nuclear screening, using a stan-
dard two-component Fermi nuclear density. The use of the corrected screening brings
to an increase in the probability of bremsstrahlung which is relevant in all calculations
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Figure 6. A 300 GeV electron shower in atmosphere, initiated at 60 gr/cm?, as simulated
using GEANT. (only secondaries with energy greater than 500 MeV are shown). The
box structure reproducing the atmosphere, from 2 km to 36 km above sea level, is shown:
each layer has a thickness of about 0.5 X,. The horizontal scale is enlarged by a factor of

100 with respect to the vertical
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from Xg; and X,;.;. GEANT version 3.15, and FLUKA have been adopted. For initial
energy greater than 10 TeV only FLUKA has been used. The atmosphere is defined by
a stack of box volumes of rectangular basis and thickness increasing with the height on
the sea level. Any volume corresponds to a depth of 20 gr/cm?. In each box the density
is uniform and it is chosen in such a way that an approximation to the standard U.S.
atmosphere is performed according to the quoted Shibata fit. The chosen depth granu-
larity in our approximation is approximately one half of radiation length (37.66 gr/cm?)
in air. The exact relation between height and slant depth is the one shown in fig. 1 with
the polygonal that represents the box approximation. The top of atmosphere has been
limited at 5 gr/cm? (corresponding to a vertical height of ~ 36 Km), and the bottom is at
1025 gr/cm? (corresponding to the sea level). The same elementalcomposition has been
used at all depths. The simulations have been performed on different platforms (HP-UX,
IBM-AIX, VAX, and ALPHA DECStations). Particular care has been put in the choice
of energy cut for secondary particles. It turns out that in practice a kinetic energy thresh-
old of 1 MeV for all shower particles is enough. This is because real detectors are often
shielded by an amount of material capable of absorbing most of low energy (less than 1
MeV) secondaries. The use of a lower energy cut results in a limited change on the energy
flow at detector depth at the expense of a considerable amount of CPU. The possible
consequences of the inclusion of geomagnetic field, approximated as a simple dipole has
been tested: no appreciable effects were noticed.

An example of the simulation set-up is given in Fig. 6 which shows the development
of a shower initiated by an electron of 300 GeV starting at a vertical atmospheric depth
of 60 gr/cm?; only secondary tracks with energy greater than 500 MeV are shown for
clarity. In order to achieve a reliable parameterization of the relevant shower properties,
sub-showers were generated at 17 different log-spaced energies, from 10 to 10° GeV, and
at 16 different starting depth: from 10 to 760 gr/cm?, in 50 gr/cm? steps.

It has been verified that at the boundary energies of 10® +— 10* GeV the results of the
GEANT and FLUKA, in air, are reasonably compatible. An example is shown in fig. 7.
The existing differences are less from what can be expected by systematic effects, as for
instance those arising by reasonable local variation of air pressure or composition with
respect to the standard one.

The fundamental parameterizations are those of longitudinal profiles, radial, and en-
ergy distributions of the secondary particles. The knowledge of these functions allows to
extract many necessary parameters for the analysis of surface array experiments. The
longitudinal profile is sampled by counting the number of secondary particles crossing
the boundary between the adjacent air regions in our simulation set-up. The number of
secondary ete~ or photons, with energy greater or equal to a given cut, and for a given
air thickness, can be extracted from the longitudinal profiles of the sub-showers. Such
profiles can be easily fitted by a modified gamma function:

Neo(t)= A-t*- 7 (3)

The v parameter can be omitted at all energies less or equal to 100 GeV, whitout loosing
in the accuracy of the fit. It becomes necessary for higher energies. It is interesting to
compare the results with the predictions from analytical solutions of shower equations. In
Fig. 8 the longitudinal distribution of secondary e*e™ and photons with energy exceeding
5 MeV as obtained in a gamma initiated sub-shower of energy of 1 TeV, starting at
X,tart= 10 gr/cm?, is compared with the solution quoted in ref. [33]. It is clear how
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the analytical formula accounts for the ete™ profile only in an approximate way, but the
crucial point is that it completely ignores the contribution of secondary photons, which
beyond the maximum exceeds that of electrons by a large factor. In a practical situation,
if thick scintillator counters are used, a relevant number of these photons will interact in
the sensitive medium, contributing significatively to the detected signal.

As expected the lateral distribution of secondary particles on a plane perpendicular
to the shower axis is fitted, with reasonable approximation, by the Nishimura Kamata
Greisen function[34]:

I'(4.5 — s)

H(2) = ST s)T(as = 23)23—2(1 ) (4)

where x = r/rg, 1o being the Moliere radius; s is known as the age parameter, it has a
unit value for a shower sampled at maximum development, and exceeds 1 if the shower is
sampled after the maximum. An example of fit is shown in fig. 9, for secondary ete™ in
a 1 TeV gammma initiated sub-shower, after a thickness of 460 gr/cm?®. At present also
the calculation of the e.m. shower produced in atmosphere by hadrons of energy below 1
TeV is under progress, using the same kind of tools. A first application of the results here
described have been used in the analysis[2] of the coincident detection of underground

muons by MACRO and the e.m. component of EAS at 2000 m a.s.l. by the EAS-TOP
experiment[35].

6. Conclusions and summary

The analysis of present cosmic ray experiments requires sophisticated simulation tools.
The availability of powerful workstations has recently allowed a development of more
detailed models, but it still remains a heavy task to collect a sample of simulated events
statistically comparable with existing data. The possible application of parallel computing
is still at experimental level.

The physics input is necessarily coming from accelerator data, however extrapolation
to the very forward region is necessary. This operation seems to produce sensible results,
but the systematic error introduced in the analysis by the existing models is still an open
question.

The standard codes for shower simulation are finding application at a growing rate,
at least to calibrate the specialised codes employed in this field.
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Figure 9. Radial distribution of secondary ete™ (E> 1 MeV) for a 1 TeV gamma shower
after 460 gr/cm?. The fit to a NKG function is shown
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