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1 Introduction

Precision tests of the Standard Model in the 8 sector have been one of the main issues

of the LEP2 physics program. In this context the measurement of the 8 mass is one of

the most interesting tests. Due to the high precision which is experimentally achievable,

about 0.05% in the LEP combination, it is important to have a robust estimate of all the

possible systematic uncertainties.

Electroweak radiative corrections on 8O8 events, which are used for the 8 mass

and width measurements, and more generally on 4- 9 events, have been an important issue

since LEP2 beginning. After the LEP2 Workshop of 1995 [1] it has been clear that the

simple radiative corrections approach based on the Improved Born Approximation (IBA)

is not sufficient to obtain a theoretical precision smaller than the experimental foreseen

one in precise 8 physics measurements.

At the 2000 LEP2 Monte Carlo workshop [2] calculations implementing full
A2B D)F

electroweak radiative corrections for 4- 9 events in the so called Double Pole Approxima-

tion (DPA) [3–5], i.e. reliable around the double resonant 8 pole, have been available as

the result of an effort from the theory community. There are two Monte Carlo generators

implementing these calculations, : ; =@?6? [6] and GIH>JLK6KNM<?6? [7].

Initially the studies on the theoretical precision of these calculations have been de-

voted to the inclusive 8O8 cross section, showing a satisfactory 0.4% agreement between

the two codes. Studies of differential distributions at generator level have been shown by

both the theoretical groups and by others (for instance [8]), but a full attempt of assessing

the theoretical precision on 8 related observables has been presented only later for the

8 mass [9] and for the TGC [10].

In the TGC related study the possible sources of uncertainties in both generators

are considered and the calculations compared one to the other. Moreover a detector effect

parameterization (based on the ALEPH simulation and analysis) is used to mimic the

dominant effects beyond the pure electroweak generator.

The 8 mass study is a pure 4- 9 ��� generator one based on a pseudo-observable

(the ��� mass with some photon recombination) not directly comparable with the real

observable measured by the experiments. It is based on an internal precision study of

:<; =@?<? plus a comparison with G>H>J6K6KNM6?6? .
These studies provide a complete discussion of all the basic ingredients of the sys-

tematic uncertainty related to electroweak corrections, but the authors themselves rec-

ognize that for the 8 mass a study at full analysis level is needed for a complete final

determination to be used by LEP experiments.

The purpose of the present work is to use the above mentioned studies as a guideline
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to perform a complete estimation of this systematic uncertainty for the 8 mass analysis in

the frame of the full DELPHI event and detector simulation, reconstruction and analysis

chain.

In section 2 the study of the intrinsic uncertainty of the DELPHI 4- 9 generator [11],

based on :<; =@?<? as far as radiative corrections are concerned, is discussed. In section 3

the comparison with G>H>J6K6KNM6?6? is presented. Section 4 shows the global results and con-

clusions on the systematic uncertainty on the 8 mass and width.

Although the target of the present study is the assessment of the uncertainty on the

8 mass, the techniques and the Monte Carlo samples presented can be used for similar

studies on other observables, in particular the TGC.

2 The uncertainty of the DELPHI 4- 9 generator

2.1 Description of the setups and samples

The 4- 9 generator used for this study is the standard DELPHI one, based on ?���������� [12]

with the YFS-exponentiated ISR from � K
	 H�� ? [13] and with additional radiative correc-

tions implemented for 8O8 like events through : ; =@?6? , using a reweighting technique as

in the �>H M�
L: “Monte Carlo tandem” [14]: IBA based events are reweighted in order to

reproduce with good approximation the result of the DPA calculation. For simplicity it

will be referred to as ? H@M�
L: . For single 8 events and non 8O8 -like final states an IBA

approach is adopted, using the �������>= parton shower generator [15] in order to describe

ISR, suitably adapted in the energy scale used for the radiation.

The version used for this study, as well as for the final DELPHI 8 mass analysis

(internal DELPHI version 2.4) differs from [11] in the treatment of the final state radiation

(FSR) from leptons, which is implemented with ���������6= [16]: ���������6= version 2.5 is used,

implementing non leading logarithm (NLL) corrections which bring it quite close to the

full matrix element calculation [17].

The study has been performed at the centre of mass energy of � ������������� GeV,

corresponding to the 1998 data sample. It has been chosen since it represents the highest

single-energy data statistics available.

The wide range of sources of systematic uncertainties and possible studies discussed

in [9] implies the need for several distinct Monte Carlo samples. Several sources can

in fact be studied by simple event reweighting, applying as event weight the ratio of the

modified matrix element squared and the standard one, where the modifications are related

to the uncertainty source to be studied. All the possible weights have been implemented

in the production of the standard 8O8 -like 4- 9 samples.
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Some studies cannot be performed by event reweighting and require dedicated sam-

ples. In the standard ? H@M�
L: the Leading Pole Approximation (LPA) expansion around

the double resonant pole is made using the approach that in :<; =@?<? is called the LPA �
scheme [18]; the other available approach, the so called LPA � scheme [19], must be gen-

erated directly with :<; =@?6? . Another case is the possible change of order in leptonic FSR:

this would require distinct samples with
ACBED-F

and
A2B D�� F

matrix elements.

Furthermore the need to compare ?IH@M�
L: to GIH>JLK6KNM<?6? , which has some remarkable

differences with respect to the normal DELPHI code, has suggested to produce a dedi-

cated ?IH@M�
6: sample suitably modified to be as close as possible to G>H>JLK6K M6?6? itself. Since

G>H>JLK<KNM6?6? cannot produce directly samples with several final states at the same time, and

the statistical precision needed for a meaningful comparison (
����� B ?IH@M�

	�� G>H>JLK6K M6?6? F�
ACB��

MeV
F
) requires about 1 million events per channel to be produced, two final states

have been chosen as representatives of the fully hadronic and semileptonic channels for

these special event samples.

In order to minimize as much as possible 4- 9 background contamination to CC03

diagrams, CC11 final states have been selected; the 4- 9 background effect is better stud-

ied in the standard ?IH@M�
6: sample, with massive kinematics and dedicated radiative cor-

rections not present in G>H>JLK<KNM6?6? and where inter-channel migration effects, in which the

4- 9 background can also play a role, can be studied. For the fully hadronic channel the
��� ��� final state has been chosen, and for the semileptonic channel ��� ��� has been pre-

ferred due to the presumably higher sensitivity to FSR corrections: photons are likely to

be seen, while in final states with electrons most of them are merged in the calorimetric

shower of the electron itself, and in taus they are generally merged in the jet of particles

coming from the decay, which play a dominant role making all the studies more complex.

In order to be directly comparable with G>H>J6K6KNM6?6? , these dedicated samples have

been produced with the following modifications (compared to the standard settings):

� diagonal CKM matrix;

� fixed 8 and � widths;

� ACBED-F final state radiation from leptons with ����� ���6= version 2.5. It is closer to

G>H>JLK6K M6?6? than the original version in the lack of higher orders FSR;

� no Coulomb correction, Khoze-Chapovsky ansatz Coulomb correction [20] imple-

mented through reweighting.

Since in the normal production the standard Coulomb correction is already included,

the reweighting would allow to study only the difference between this one and the approx-
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imated version of the full non-factorizable
A2B D)F

correction, the so called Coulomb correc-

tion in the Khoze-Chapovsky ansatz. In order to study the net
A2B D)F

correction effect with

respect to the tree level (known to be significantly smaller than the previously mentioned

difference), no Coulomb correction is implemented in the special samples generation.

The main concern of possible systematic differences in the results from the dedi-

cated samples and the standard ones is linked to the propagators’ width treatment. A test

has been performed with a small (100k events) dedicated ��� � � sample produced with the

above modification but the 8 and � width, kept running. The 8 mass difference with

respect to the main ��� ��� sample was:

� B
running � ���

fixed � � F � ��� ��� ��� MeV (1)

well compatible with the known simple shift of
�����

MeV of the mass value when moving

from the fixed to the running width definition [1,21]. This known shift has been verified

at generator level with a precision of about 2 MeV.

The ?IH@M�
L: code has been extensively compared to :<;>=@?6? (see [11]), and for CC03

events it has been shown to be equivalent to �>H M�
L: . Anyway, as a further consistency

cross check, in order to allow the generalization of the results of this study, a dedicated

:<; =@?<? ��� � � sample using LPA � scheme has been produced at pure “4- 9 �
	 �
” level

(including FSR from quarks) to compare with a similar ?IH@M�
L: sample and with G>H>JLK<KNM6?6?
at a corresponding level. In appendix A the input parameters set for : ; =@?6? , equivalent to

what used in ?IH@M�
L: , is given.

In the cross check only the CC03 part of ?IH@M�
6: has been used to be consistent with

:<; =@?<? . The total cross sections are found to be in agreement at the ( ������
���������� F�� level.

In the event analysis photons forming an angle with the beam axis smaller than 2 degrees

are discarded, and those with a bigger angle are recombined with the charged fermion

with which they form the smallest invariant mass if their energy is below 300 MeV or

if this mass is below 5 GeV. Several observables have been checked, among which the

most interesting ones for this study are invariant mass distributions. They have been fitted

using a fixed width like Breit-Wigner function:

� 8 B � F �
��� �B � � B ��� � ������� F � F � � B ��� � ������� F � � �� (2)

where the parameters
���

and
� � are the (shifted) 8 mass and width (

���
actually repre-

sents the shift of the 8 mass with respect to 80.4 GeV/c
�
). The absolute value obtained in

the fit depends on the fit function form and it is not particularly relevant. What matters for

this check is the level of agreement between different codes when using the same analysis

and fit procedure.
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Fig. 1 shows the result of the fits on the average of the � � and ��� invariant masses.

The agreement both in the mass and in the width is satisfactory. An approach closer to the

real analysis is to look at the average of the masses from the pairing in which the difference

of the di-fermion masses is smallest (a criterion inspired by the equal masses constraint

used in constrained fits); the result is shown in fig. 2, and also here the agreement is good.

An observable that is very interesting, as will be seen in the comparison with G>HIJLK6KNM6?<? ,
is the invariant mass rescaled by the ratio of the beam energy and di-fermion energy: it

is the simplest way to mimic at pure generator level the energy-momentum conservation

which is usually imposed in constrained fits and which is responsible for the sensitivity of

the results to photon radiation, ISR in particular. Differences in the radiation structure are

likely to cause visible effects in this kind of mass distributions, even if the previous ones

are in good agreement. In fig. 3 the average of the invariant masses computed as in fig. 2

but rescaled by the ratio ���������
	�����
� is shown: also in this case, despite the sizeable effect

of the rescaling on the fitted parameters compared to the previous fits, the agreement is

very satisfactory.

This check proves that the results based on ?IH@M�
L: can be considered valid for similar

analysis using :<;>=@?6? (possibly except for specific non CC03 diagrams related features).

2.2 Technique of the uncertainty study

The systematic uncertainty on the 8 mass and width measurement due to the electroweak

radiative corrections is the effect of the approximations and of the missing terms in the

theoretical calculation used for the analysis. Its exact knowledge would imply the full

computation of the missing corrections. The evaluation of the systematic uncertainty

means estimating the order of magnitude of the effect of these not yet computed terms on

the analysis.

This goal is practically achieved by splitting the calculations in different parts (ISR,

FSR, etc.), whose limited knowledge introduces a source of uncertainty in the electroweak

radiative corrections as implemented in ?IH@M�
L: . The size of the uncertainty from each

of these sources can be estimated by repeating the full 8 mass (and width) analysis

with changes in the part of the radiative corrections related to this source, whose effect

should reasonably be of the same order of magnitude (or bigger) than the missing terms,

and comparing with the standard calculation. This study can be performed on both the

dedicated high statistics samples and on the standard ones.

The purely numerical precision from the fit algorithm is 0.1 MeV for the mass

value and 0.3 MeV for the mass error. On the width, due to the very slow variation of the

likelihood curve around the minimum, the numerical accuracy on the fit result is about 1
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udsc 4f + γ, WandY (top) YFSWW LPA_a (bottom)
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Figure 1: Average of � � and ��� invariant masses (after photons cuts and recombination).
Upper plot shows the result of a Breit-Wigner fit (eq. 2) to the ?IH M�
L: distribution, the
lower one refers to :<;>=@?6? .
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udsc 4f + γ, WandY (top) YFSWW LPA_a (bottom)
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Figure 2: Average of the invariant masses obtained in the fermion pairing with the smallest
masses difference (after photons cuts and recombination). Upper plot shows the result of
a Breit-Wigner fit (eq. 2) to the ?IH@M�
L: distribution, the lower one refers to : ; =@?6? .
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udsc 4f + γ, WandY (top) YFSWW LPA_a (bottom)
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Figure 3: Average of the invariant masses obtained in the fermion pairing with the smallest
masses difference after rescaling masses for the energies ratio � �������
	�� � 
� (after photons
cuts and recombination). Upper plot shows the result of a Breit-Wigner fit (eq. 2) to the
?IH@M�
6: distribution, the lower one refers to :<;>=@?6? .
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MeV.

As already mentioned in the previous section, for several sources of uncertainty it

is possible to use a reweighting technique, which allows to reuse the same event sample

for several studies, minimizing the simulation needed. When using the reweighting tech-

nique, the statistical error on the difference between the results of the fits on the standard

and the modified sample has to take into account the correlation existing between the sam-

ples: the same events are used, simply with a different weight in the fit. This correlation

allows to strongly reduce the error on the difference itself, with respect to comparisons of

statistically uncorrelated samples.

In order to take into account the correlation the total sample for one channel has

been divided into several subsamples, and the difference has been computed for each sub-

sample. The RMS of the subsamples differences distribution, divided by the square root

of the number of subsamples, is an estimate of the uncertainty which naturally includes

the correlation between the original and reweighted samples. This way of computing

the errors has been cross checked for the mass (where numerical fluctuations are gener-

ally negligible compared to the statistical ones) with the “Jackknife” [22] one, subtracting

each time one subsample, and a very good agreement in the error estimate has been found.

The study has been performed only on 4- 9 8O8 -like events, omitting all the re-

maining background processes. The rate and nature of the total selected events which are

discarded in this way strongly depends on the channel [23]:

�������� � :



5%

� �� � ��� : � 1%

������	� � :



9%

� �� ��
 �
�� :



24%

For semileptonic events they are both ����
����� and � �� � , the relative rate depending on the

channel, while for fully hadronic events practically only the latter class of events weighs

and is not considered. Other processes give anyway a negligible contribution. The uncer-

tainty from the radiative corrections on these events is taken into account in the uncertainty

on the background.

2.3 Analysis of the sources of systematic uncertainties

Following the approach of ref. [9], several distinct categories of uncertainty sources com-

mon to all 8O8 channels can be identified, corresponding to different parts of the elec-

troweak corrections:
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� 8O8 production: initial state radiation (ISR);

� 8 decay: final state radiation (FSR);

� Non-factorizable QED interference (NF)
ACBED)F

corrections;

� Ambiguities in LPA definition: non leading factorizable (NL)
ACBED-F

corrections.

Moreover, due to the importance of the single 8 diagrams in the semileptonic elec-

tron channel and the relatively sizeable uncertainty on the radiative corrections on them,

a dedicated study has been performed for semileptonic channels.

The uncertainty for each of the categories is studied by testing the effect of activat-

ing/deactivating or modifying the relative corrections, in order to have an estimate of the

potential effect of used approximations and non-calculated missing terms.

Table 1 and 2 show the results of the studies for
� �

and � � respectively on the

dedicated samples, while table 3 and 4 show the results on the standard samples.

��� �
(MeV)

Numerical test ��� ��� ��� ���
Full DPA effect

Best - IBA
� � ��� ��� ��� � � � ��� � � �����

8O8 production (ISR)
Best -

A2B D � F
�
� ��� � �

� ��� �
Best -

A2B D)F � ��� � � ��� � � ����
 � ��� �
8 decay (FSR)

Best - LL FSR �
� ��� � -

Non-factorizable QED interference (NF
A2B D)F

)
Best - no KC Coulomb

� ��� � � ��� � � ����� � � � �
Ambiguities in LPA definition (NL

A2B D)F
)

Best - EW scheme B ��� � � ��� � � ��� �
Best - no NL (LPA � )

�
������� ��� � � ��� � � �����

NL
� B

no LPA � � no LPA � F ��� ��� � � � ����
�� �����
Table 1: Summary of the studies on the uncertainties on

� �
performed on the dedicated��� ��� and ��� ��� samples. The quoted errors are statistical, and rounded to 0.1 MeV.

2.3.1 8O8 production: initial state radiation

ISR is playing a key role in the 8 mass analysis since it is one of the main sources

of the bias on the fit result with respect to the true value, due to the energy-momentum
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� � � (MeV)

Numerical test ��� ��� ��� ���
Full DPA effect

Best - IBA
�

����� � ����� � � � ����� �����
8O8 production (ISR)

Best -
A2B D � F

�
� ��� � �

� ��� �
Best -

A2B D)F � ������� ��� � � ��� � � ��� �
8 decay (FSR)

Best - LL FSR
� ��� � � ��� � -

Non-factorizable QED interference (NF
A2B D)F

)
Best - no KC Coulomb ����� � ��� � � ������� ��� �

Ambiguities in LPA definition (NL
A2B D)F

)
Best - EW scheme B

� ��� � � ��� � ��� � � ��� �
Best - no NL (LPA � )

� ����� � � ����� � � ��� ��� � � �
NL

� B
no LPA � � no LPA � F 
�� ��� � � � � ��� ��� � ���

Table 2: Summary of the studies on the uncertainties on � � performed on the dedicated��� ��� and ��� ��� samples. The quoted errors are statistical, and rounded to 0.1 MeV.

conservation constraint used in the kinematical constrained fits. The ISR is computed in

the YFS exponentiation approach, using a leading logarithm (LL)
ACBED � F

matrix element.

The difference between the best result, implementing the
ACBED � F

ISR matrix element

and the
ACBED � F

one gives an order of magnitude of the effect of the missing higher orders

in the matrix element, i.e. to use a wrong description of events with more than three hard

photons or more than one photon with high ��� . As can be seen from the tables, this effect

is below the fit sensitivity for all the channels.

The difference between the best result and the
A2B D)F

includes the previous study, and

can be used for estimating an upper limit of the effect of the missing non leading logarithm

(NLL) terms at
ACBED � F

, which should be smaller than the LL component removed. From

the tables it is seen that the effect is below 1 MeV both for the mass and the width in all

the channels.

Taking into account also the study performed in [9], the ISR related uncertainty can

be conservatively estimated at 1 MeV for the mass and 2 MeV on the width.

2.3.2 8 decay: final state radiation

The FSR description and uncertainty is tightly linked to the final state considered. QED

FSR from quarks is embedded in the parton shower describing the first phase of the
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hadronization process. It is therefore essentially impossible to separate it from the rest

of the hadronization process, and the relative uncertainty is considered as included in the

jet and fragmentation related ones.

FSR from leptons is described by ����� ���<= . The difference between the best result,

based on the new NLL treatment, and the previous LL one can give an estimate of the

effect of the missing part of the
A2B D)F

FSR correction. It depends on the semileptonic

channel, but it is always within 1 MeV.

In [9] the effect of the missing higher orders beyond
A2B D � F

has been found to be

negligible at generator level. Since a full study of this uncertainty would require a high

statistics dedicated simulation, and simple perturbative QED considerations suggest that

the size of the effect should not exceed the size of the previous one, conservatively the

previous error can be doubled to take into account also this component of the uncertainty.

��� �
(MeV)

Numerical test � ��
��� � � ��
� ��� � ��
� � � � ��
��� � � ��
� 
 �
 �

Full DPA effect
Best - IBA

� � � � � ��� ����
 � � � � � � ��� 
���� � ����� ��� � � � � � �����
8O8 production (ISR)

Best -
ACBED � F

�
� ��� � �

� ��� � �
� ��� � �

� ��� � �
� ��� �

Best -
ACBED-F � ��� � � ��� � � ������� ��� � � ��� � � ��� � � ����� � ��� � � ��� 
�� ��� �

8 decay (FSR)
Best - LL FSR �

� ��� � �
� ��� � � ������� ��� � � ��� � � ��� � -

Non-factorizable QED interference (NF
A2B D)F

)
Best - no KC Coulomb ����� � � ��� � � � ��� � ��� � � � ��� � ��� � ������
 � ��� � � 
�� 
�� ��� �

Ambiguities in LPA definition (NL
A2B D)F

)
Best - EW scheme B ��� � � ��� � ��� ��� ��� � ��� � � ��� � ��� � � ��� � ��� ��� ��� �
Best - no NL (LPA � )

� � ����� � � ��� �
����� � � � � � ����� � � 
���� � � � ��
�� ��� � � � � � � �����

Table 3: Summary of the studies on the uncertainties on
� �

performed on the standard
(all 8�8 -like final states) sample. The quoted errors are statistical, and rounded to 0.1
MeV.

2.3.3 Non-factorizable QED interference: NF
ACBED)F

corrections

Non factorizable
A2B D)F

corrections have to be treated with care. It is known (see for

instance [8,9,20]) that the net effect of the
ACBED-F

QED interference between 8 s on the

8 mass is small if compared with Born level, and the apparent sizeable effect seen when
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� � � (MeV)

Numerical test � ��
��� � � ��
� ��� � ��
� � � � ������ � � ��
� 
 �
 �

Full DPA effect
Best - IBA

� ������
 � � � � � � � � � � � ��
 ��� 
������ � � � � � ��� ��� 
�� � � � ��
�� ��� �
8O8 production (ISR)

Best -
ACBED � F

�
� ��� � �

� ��� � �
� ��� � �

� ��� � �
� ��� �

Best -
ACBED-F � ��� � � ��� � � ����� � ��� � � ����� � ��� � � � � � � ��� � � ����� � ��� �

8 decay (FSR)
Best - LL FSR

� ����
�� ��� � � ������� ��� � � ������� ��� � � ����� � ��� � -
Non-factorizable QED interference (NF

A2B D)F
)

Best - no KC Coulomb
�

��� � � ����
 � � ����
�� ����
 � � ��� � � ����� �
��� � � ��� � � � ��� ��� �

Ambiguities in LPA definition (NL
A2B D)F

)
Best - EW scheme B

� ��� � � ��� � � ��� ��� ��� � ������� ��� � � ��� � � ��� � ��� � � ��� �
Best - no NL (LPA � )

� ��� � � � � � ��� ����� � � 
 � � � � ��� � � � � ������� 
�� � ��� � � � �����
Table 4: Summary of the studies on the uncertainties on � � performed on the standard
(all 8�8 -like final states) sample. The quoted errors are statistical, and rounded to 0.1
MeV.

comparing new DPA calculations with the old IBA ones is an artifact due to the use of the

standard Coulomb correction.

This can be seen by comparing the results in tables 1 and 2, where the effective

implementation of DPA NF corrections through the Khoze-Chapovsky (KC) ansatz is

compared to the Born level (i.e. no correction at all), and the results in tables 3 and 4.

Here the comparison is done with the standard Coulomb correction, part of the traditional

IBA setup used before DPA.

The effect of using the KC ansatz with respect to Born can be considered as an upper

limit of the missing part of the full
ACBED)F

calculation and of the higher order terms. Since

the effect on the 8 mass and width in comparing with the standard Coulomb correction

on all the final states is approximately the same for all the channels, the values found on

the special samples are used for all the final states without further studies.

2.3.4 Ambiguities in LPA definition: NL
ACBED-F

corrections

The effect of the NL factorizable
ACBED)F

corrections in LPA is shown in all the tables. As

it is seen, its almost complete compensation with the change from standard Coulomb to

KC Coulomb correction is the reason for the small net effect of the full DPA correction

on the 8 mass in comparison to the IBA. For the 8 width on the contrary the effects are
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in the same sense and add up.

Two sources of uncertainties are considered, following the study in [9]. Missing

higher orders effect can be, at least partly, evaluated by changing the electroweak scheme

used in the
ACBED)F

calculation. The standard one in :<;>=@?6? and ?IH@M�
6: , conventionally called

A, corresponds to the ��� scheme, the other available one is called B, and it corresponds

to the choice of G>HIJLK6KNM6?<? . This essentially means changing the definition of the QED

fine structure constant used in the
A2B D)F

matrix element (see for instance the explanation

in [6]). The effect is very small, at the limit of the fit sensitivity, both for the mass and the

width.

It is worthwhile to notice here that in :<;>=@?6? and ?IH@M�
6: the
ACBED)F

implementation

beyond the standard IBA can be technically splitted in two stages, the first one involv-

ing the introduction of the WSR and ISR-WSR interference in the YFS form factor and

infrared
��

factors, and the second one where the electroweak virtual and soft
ACBED)F

correc-

tions and the hard
ACBED-F

matrix element are used to replace the pure QED LL calculation.

In this context it is interesting to notice that the effect on the 8 mass of the second phase

is quite small when compared to the total effect of the LPA correction, at most
ACB�� � � � � F

of it. This allows to conclude that the introduction of the ISR-WSR interference in the

YFS form factor and infrared
��

factors plays a key role. For the 8 width on the contrary

the effect of the second part is found to be much more important.

The second, more relevant, source of uncertainty connected to the LPA is its pos-

sible definition, i.e. the ambiguity present in the way of expanding the amplitude around

the double resonant 8 pole. The standard :<; =@?<? and ?IH M�
L: use the so called LPA �
definition; a comparison with the LPA � one can give an estimate of the effect from the

instrinsic ambiguity in the LPA definition. Unfortunately LPA � cannot be reproduced

through reweighting, and it gives sizeable changes in comparison to LPA � already at

Born (or IBA) level. Therefore in order to evaluate only the effect on the
ACBED-F

correction

a separate LPA � sample has been generated with :<; =@?<? , and the effect has been estimated

as the double difference:

� ACBED)F B
LPA � � LPA � F � � B

Best LPA � � no NL LPA � F � � B Best LPA � � no NL LPA � F

on the special samples. The size of the effect is within 1 MeV for the mass, within 4 MeV

for the width, dominated by the statistical uncertainty (statistically independent samples

are used). This result will be used for all the final states and channels, since LPA is applied

on the CC03 part of the matrix element and therefore the estimate obtained here should

be approximately valid for all the final states.
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2.3.5 Radiative corrections on 4- 9 background diagrams: single 8
At Born level the full 4- 9 diagrams set for 8O8 -like final states is computed with a very

high precision, at least for LEP2 energies and in the phase space regions relevant for the

8 mass and width measurements. This was shown already by the studies in [1]. There-

fore the systematic uncertainties associated to it are linked essentially to the electroweak

corrections.

The DPA is known to be valid in a few � � interval around the double resonant

pole. The study of the previous section takes into account the ambiguity in its definition

and the effects caused by this ambiguity far from the pole. Since the so called “additive

approach” is used in ? H@M�
L: for the DPA implementation through reweighting, e.g. the

DPA correction is applied only to the CC03 part of the matrix element (and partly to the

interference, see [11]), non CC03 diagrams contributions are not directly affected by the

DPA uncertainty (except for possible effects in the interference term which is relevant for

the electron channel).

It is clear that this still leaves the problem of the approximated radiative corrections

treatment for the non CC03 part of the matrix element (and the interference).

The ISR studies previously discussed can reasonably cover the most relevant part

of the electroweak radiative corrections uncertainties present also for the 8O8 -like 4- 9
background diagrams, e.g. the non CC03 part. There is a noticeable exception represented

by the so called single 8 diagrams for the � �� � � � final state (see [1,2] for their definition

and a basic discussion of the problem).

The bulk of single 8 events is rejected in the 8 mass and width analysis, since the

electron in these events is lost in the beam pipe. But the CC03 - single 8 interference

is sizeable, and it has a strong impact on the 8 mass result in the electron channel. This

can be easily seen from the variation of the 8 mass result for the electron channel when

only the CC03 part of the matrix element is used in the simulation (inter-final state cross

talk is included):

��� � B
electron

F
Best - CC03 only � � ����� ��� ����� MeV

and comparing with the variation when only the CC03/non CC03 interference is excluded

from the simulation:

��� � B
electron

F
Best - no interference � � ������
 � � � � MeV

It can be noticed that the big effect of moving from a full 4- 9 calculation to the

CC03 only is almost entirely due to the interference between the CC03 and the non CC03

part.
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The situation is different in the 8 width analysis, where in � � � � events recon-

structed as electrons the effects of non CC03 diagrams and the CC03 - non CC03 inter-

ference are opposite in sign and almost completely canceling.

The situation is made even more complex by the cross talk between channel, e.g.

events belonging in reality to one channel but reconstructed as belonging to another one.

This cross talk is particularly relevant between electrons and taus, and this explains why

also the � channel is sensitive to this uncertainty source.

The effect is particularly relevant for the width, where variations of the non CC03

parts of the � � � � matrix element give different results with respect to the electron channel:

the pure non CC03 diagrams give again an effect opposite in sign to the interference, but

much bigger, so in the width analysis the tau channel is more sensitive to this systematic

effect than the electron one:

� � � B tau
F

Best - CC03 only � � � ��� � � � � � 
 MeV
� � � B tau

F
Best - no interference � �

������� � ��� � MeV

Studying separately real ����� � events from the ��� � � ones reconstructed as taus

clearly shows that this behaviour is due to the cross talk.

Theoretical studies [2] show that the standard IBA calculations suffer from several

problems for the single 8 process, ranging from gauge invariance issues to the scale to be

used for the ISR (the � -channel scale should be preferred to the � -channel one), problems

which can globally lead to a
A2B � � F uncertainty on the cross section.

It should be noticed that ? H@M�
L: implements several improvements in this sector with

respect to fixed width based IBA calculations (see [11,12]). Nevertheless, in order to give

an estimate of the uncertainty related to the radiative corrections for the single 8 part, the

non CC03 part of the matrix element, assumed dominated by the single 8 contribution,

has been scaled by a factor 1.04 for � �� � � � final states.

The effect on the mass and width measurement is shown in table 5.

Another possible source of uncertainty related to 4- 9 background is represented by

partly applying the DPA correction to the interference term (see the discussion in [11]).

The effect of this way of computing the corrections is shown in table 5, and can be con-

sidered as another estimate of the uncertainty related to the 4- 9 background presence.

3 The DELPHI 4- 9 generator - RacoonWW comparison

The generator chosen by the LEP collaborations for implementing electroweak radiative

corrections in 8O8 -like events is :<; = ?6? , used together with another full 4- 9 generator

(either � K
	 H�� ? or ?���������� ). G>H>JLK6K M6?6? is the other, completely independent Monte Carlo
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Numerical test � �� � � � � �� � ��� � �� � � � � �� � � � � �� ��
 �
��
��� �

(MeV)

Best - non CC03 � 1.04
� ��� � � ��� � �

� ��� � ����� � ��� � � ��� � � ��� � -
Best - no DPA in int.

� ����
�� ��� � ��� � � ��� � ��� � � ��� 
 � ��� 
 � ��� � � ��� �� � � (MeV)

Best - non CC03 � 1.04 ��� � � ��� � �
� ��� � � ����� � ����� � ��� � � ��� � -

Best - no DPA in int. ������� ��� � � ����� � ��� � ��� � � ��� � ��� � � ��� � � ��� �
Table 5: Summary of the studies related to the uncertainties on

� �
and � � due to 4- 9

background radiative corrections performed on the standard (all 8�8 -like final states)
sample. The quoted errors are statistical, and rounded to 0.1 MeV.

generator which implements radiative corrections in DPA on top of a (massless) 4- 9 gen-

erator.

Its use has been fundamental in assessing the DPA precision on the 8O8 cross

section, by comparing it with :<; =@?6? . It looks therefore interesting to try to use it also

for a completely independent cross check of the :<; =@?<? based results on the 8 mass and

width (and possibly on other 8 related measurements). This check has been already done

in [9], finding a good agreement between the two codes, but as previously explained on

an observable which is not directly linked to the real analysis.

In appendix B the input options set used for G>H>JLK<KNM6?6? in this study is shown, and

the output of one of the runs is given to show the values of all the relevant parameters

adopted for the tuned comparison with ?IH M�
L: and :<; =@?<? . The phase space slicing ap-

proach has been adopted for the implementation of the radiative corrections, in the version

suggested for unweighted events production ( ��� J�� �
). The DELPHI version of �6:������ �

has been used for the quark hadronization.

There is anyway a number of challenges in this test to be taken into account. Real

photon emission is handled in a completely different way with respect to : ; =@?6? . In par-

ticular real emission in the detector acceptance (i.e. with finite � � ) is computed only atACBED-F
, although with a full 4- 9 � � matrix element. Higher order ISR is present only

through collinear structure functions on events where there is no hard
ACBED-F

emission, a

very different situation compared to the YFS exponentiation for ISR and WSR and theACBED � F
LL ISR matrix element. No FSR beyond the one already included in the

A2B D)F
is present, while in :<; =@?<? the FSR is independent from the remaining part of the

A2B D)F
calculation and introduced at

ACBED � F
for leptons through ����� � �6= and, merged with gluon

emission, in the parton shower for quarks. These differences have been investigated in
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the literature (see for instance [2,7,8]) and are known to give sizeable discrepancies in the

photon related observables.

Therefore it is difficult to disentangle differences arising from a different way of

computing the same corrections from those due to the use of different sets of corrections.

Since it is known that G>H>JLK6K M6?6? in its DPA mode does not compare well with

:<; =@?<? on photonic spectra, the G>H>JLK<KNM6?6? authors have developed a 4- 9 � � IBA mode

which combines the
ACBED-F

matrix element and collinear structure functions. The photonic

energy and angular spectra produced in this mode are in much better agreement with the

:<; =@?<? ones at LEP2 energies, but it is not possible at present to combine it with the DPA

corrections for the virtual and soft emission part in a consistent way.

Moreover the energy and angle cutoffs for the soft/hard photon emission separation

in G>H>J6K6KNM6?6? are in practice quite higher than the :<;>=@?6? ones, due to the quite different

techniques adopted in the two calculations. The phase space slicing approach for match-

ing virtual, soft and hard corrections has been used for this test, and these cutoffs are an

integral part of the approach itself. The values used, shown in appendix B, correspond

roughly to a minimum real photon energy of about 95 MeV and a minimum real photon-

fermion angle of about 1.8 degrees, and are a compromise between the reliability of the

calculation and the attempt to avoid merging with fermions photons which could be de-

tected separately by the detector. Moreover, in contrast to what has been suggested by

the authors, to avoid results which are dependent on the specific cutoff chosen, no further

photon recombination is applied in the sample production. This choice is motivated by the

fact that in a realistic simulation of a detector any recombination has to be determined by

the detector granularity and analysis procedure itself, and due to the already big values of

the cutoffs adopted, any further recombination would risk to suppress photons that would

be detectable.

For final states with quarks, where the hadronization phase has to be described be-

yond the electroweak radiative corrections, the use of a full 4- 9 ��� matrix element, in

principle more correct than a parton shower, creates in practice a problem: photons are

systematically emitted before gluons, which is unphysical and most probably incompati-

ble with the hadronization packages tunings used ( �6:���� � � [24] is the standard choice for

the analysis and this study).

The suggestion of the authors of GIH>JLK6KNM<?6? to switch off the photon radiation in

the parton shower to compensate for the photon emission in the matrix element has been

adopted in this study, but it does not seem a real solution to the problem, and of course

it can potentially spoil the validity of the hadronization tuning used. In case of need this

problem might be studied with the ? H@M�
L: setup, trying to emulate the G>HIJLK6KNM6?<? situation,

i.e. calling ����� ���<= also for quark pairs before the call to �6:���� � � , and switching off
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photon emission inside �6:������ � itself. This presumably would overestimate the effect of

FSR, since the photon emission would be performed independently from the two fermion

pairs.

A third potential problem in the comparison is represented by GIH>JLK6KNM<?6? generating

massless fermions in the final state. Fermion masses are added a posteriori using the

routine provided by the authors, which conserves obviously the total 4-momentum and

the di-fermion masses. It is clear that when a sizeable mass, compared to the fermion

energy, is added, as in the case of the � � quark pair, this could lead to distortions in the

final state distributions.

All these features suggest that the comparison results must be considered with care,

if serious discrepancies are found (as it is the case). On the other hand no special tun-

ing has been prepared for the hadronization package, in order to avoid mixing problems

concerning different sectors of the event description.

Table 6 shows the result of the comparison between ?IH@M�
L: and GIH>JLK6KNM<?6? ��� �
. A

sizeable discrepancy can be seen for the mass in the ��� ��� channel, and, to a minor extent,

for the width in the � � ��� channel.

Numerical test ��� ��� ��� ������ �
(MeV)

? H@M�
L: - GIH>JLK6KNM<?6? ��� � � 
 ��� � � � � �
� � � (MeV)

? H@M�
L: - GIH>JLK6KNM<?6? ��� � � � � � ��� � � �
Table 6: Summary of the ?IH@M�
L: � G>H>J6K6KNM6?6? comparison on the uncertainties for

� �
and � � for the dedicated ��� � � and ��� ��� final states. The quoted errors are statistical,
and rounded to 1 MeV.

Extensive studies have been performed in order to investigate the discrepancies, in

particular the one on the 8 mass.

The different hadronization due to the treatment of FSR from quarks in G>H>JLK6K M6?6?
has of course an influence on the jet characteristics, and can affect the results, in particular

the ones for the width. Optimizing the interface of the hadronization with the electroweak

full matrix element to circumvent possible problems arising from the simple minded ap-

proach followed goes beyond the scope of this study.

A generator level analysis analogous to the one whose results are shown in fig. 1, 2

and 3, has been used for a 4- 9 � � level comparison of ?IH@M�
L: with G>H>JLK<KNM6?6? ��� �
for

the � � ��� channel (all the 4- 9 diagrams are included here, not only the CC03 part). This
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study has been used to investigate the discrepancy on the 8 mass trying to disentangle

the genuine electroweak part from possible problems connected to the implementation of

the hadronization phase.

This study has clearly shown the crucial role played by the photon clustering, in

particular around the muon. The different treatment of the soft, but mainly of the collinear

photons in the two codes implies a strong difference in the radiation around the fermions.

In G>H>JLK<KNM6?6? no visible photon is generated in a cone of 1.8 degrees around a fermion, no

matter which energy it has, and the radiation is reassociated to the lepton. This is not true

in ?IH M�
L: , were the energy and angle cutoffs (for FSR from leptons the ����� ���<= ones) are

quite smaller, closer to a real situation.

For quarks this is not a big problem since experimentally FSR photons cannot be

disentangled from jets, and they are naturally clustered to the jets themselves. But the

treatment of photons around leptons is a different problem. While in the reconstruction

of high energy electrons a clustering of photons is done in order to take into account

the bremsstrahlung due to the interaction with the detector, muons can be quite cleanly

separated from photons, unless they are strictly collinear. In the latter case the photon

energy is anyway lost, since the muon momentum is used, not the energy deposited in

the calorimeters possibly associated to it. ��� � � is therefore a good final state to study in

detail differences in the visible photon radiation, mainly FSR.

In the real analysis visible photons, which have passed the quality selection criteria,

are clustered to the muon if in a cone of 3 degrees around it, otherwise are associated to

the jets. This procedure can partly reabsorb the difference in the collinear radiation men-

tioned above, even if not completely, because of limited photon reconstruction efficiency,

resolution, selection cutoffs, etc. The effect of this photon clustering is of improving the

agreement between the two calculations on the fitted mass, without it the difference in

table 6 would be about -50 MeV.

The 8 mass difference obtained on the beam energy rescaled average mass (like

in fig. 3) is -6 MeV if photons are clustered to the charged fermion with which they have

the smallest � � . If on the contrary the clustering to the muon is done only for photons in a

3 degrees cone around it, associating all the others to the quarks, the difference becomes

-23 MeV.

Increasing the opening angle of the cone for the clustering improves the agreement,

but of course in the real analysis such a procedure would rapidly cluster photons coming

from the hadronization of the quarks (mainly �
�

decay products). Although the opening

angle might be tuned to minimize the rate of photons from jets clustered and optimize

the ?IH@M�
L: - G>HIJLK6KNM6?<? agreement, such a procedure would introduce further systematic

uncertainties due to the imperfect knowledge of the photon distributions in jets.
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The residual discrepancy is presumably linked to the known differences between

the two calculations in the description of the radiation beyond the treatment of the strictly

collinear region in this study. The good agreement for the mass found in the hadronic

channel seems due to the smaller sensitivity of the analysis to the detailed description of

the photonic radiation, since the photon clustering is implicit in the analysis procedure

itself. This looks anyway an encouraging result for the general confidence in the study.

In this situation using the difference between the prediction of the two calculations

to estimate the systematic uncertainty on the 8 mass and width does not seem appropri-

ate.

4 Results and conclusions

The results of all the studies presented have to be combined in a single uncertainty for

each channel. Tables 7 and 8 present an estimate of the different sources of uncertainties

as it can be deduced from the studies presented in the section 2.1. Where the numerical

or statistical uncertainty on the estimate is comparable with the estimate itself, they are

added linearly to take them conservatively into account.

��� �
(MeV)

Uncertainty source � �� � � � � �� � � � � �� � � � � �� ��
 �
��

ISR 1 1 1 1
FSR 0.5 0.5 1 -
NF
A2B D)F

1 1 1 2
NL
A2B D)F

1 1 1 1
4- 9 background 5.5 0.5 1 0.5
Total 9 4 5 4.5

Table 7: Summary of the systematic uncertainties on the 8 mass. The total is computed
adding linearly the values of all the contributions.

The total uncertainty per channel is computed summing linearly the values of the

contributions. This choice is conservatively motivated by the fact that several contribu-

tions are more maximal upper limits than statistical errors. All the numbers have been

rounded to 0.5 MeV.

As can be seen, the uncertainty on the 8 mass is within the 10 MeV level.
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� � � (MeV)

Uncertainty source � ������ � � ��
� � � � ��
� � � � ��
� 
 �
 �

ISR 2 2 2 2
FSR 1 1 2 -
NF
A2B D)F

2 2 2 2
NL
A2B D)F

4 4 4 4
4- 9 background 2 1 6 1
Total 11 10 16 9

Table 8: Summary of the systematic uncertainties on the 8 width. The total is computed
adding linearly the values of all the contributions.
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A Appendix: :<; = ?6? input parameters

The : ; =@?6? samples used for the study, whose settings are the same as those used in

?IH@M�
6: special samples, have been generated with version 3-1.17. The input for the
����� �

sample ( � � ��� final state) is:
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The :<; =@?<? version used for the full simulation implemented the �6:���� � � version

and tuning and the ����I ��H�� version used in [11].

26



B Appendix: G>H>J6K6KNM6?6? input options and parameters

The GIH>JLK6KNM<?6? samples used for the study, with input options and parameters tuned to

give the best agreement with the ?IH@M�
L: and :<; =@?<? samples used, have been generated

both with version 1.2 and 1.3. The input for the 1.3 sample ( ��� ��� final state) is:
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