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Abstract

We present a project in progress to develop a software toolkit for statistical data analysis.
The toolkit is based on advanced software technologies, integrating generic programming
techniques with object oriented methods, and adopts a rigorous software process, to ensure a
high quality of the product. Thanks to the component-based architecture and the usage of the
standard AIDA interfaces, this tool can be easily used by other data analysis systems or
integrated in experimental frameworks. The initial component of the system addresses goodness
of fittests; its applications include the comparisons of data distributions in a variety of use cases
typical of HEP experiments: regression testing (invarious phases of the software life-cycle),
validation of simulation through comparison to experimental data, comparison of expected
versus reconstructed distributions, comparison of different experimental distributions - or of
experimental with respect to theoretical ones -in physics analysis, monitoring detector behavior
with respect to a reference in online DAQ. The system will provide the user the option to choose
among a wide set of goodness-of-fit tests (chi-squared, Kolmogorov-Smirnov, Anderson-
Darling, Lilliefors, Kuiper, Cramer-vonMises, etc.), specialised for various types of binned and
unbinned distributions. Its flexible design makes it open to further extension to implement other
tests. This system would represent a significant improvement with respect to the current
availability of comparison tests in HEP libraries, limited to the chi-squared and Kolmogorov-
Smirnov algorithms. We present the architecture of the toolkit, the detailed design of the basic
statistical testing component and preliminary results of its application, in particular concerning
the physics validation of the Geant4 Simulation Toolkit.

We discuss the openness of the project, welcoming contributions from experts and
userrequirements from experiments
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1 Introduction

Statistical methods play a significant role throughout the life-cycle of HEP experiments,
being an essential component of physics analysis. In spite of this, only a few basic tools
for statistical analysis were available in the public domain FORTRAN libraries for HEP.
Nowadays the situation is unchanged even among the libraries of the new generation. The
aim of this project isto build an open-source, up-to-date and sophisticated object-oriented
statistical toolkit for HEP data analysis.

In this paper we will focus our attention on a specific component of the statistical toolkit,
that is made-up by a collection of Goodness-of-Fit (GoF) [1] tests. Itsaim isto provide
a wide set of agorithms in order to test whether the distributions of two variables are
compatible.

2 The Goodness of Fit Statistical Toolkit

The applications of statistical comparisons of distributionsin HEP are manyfold: regres-
sion testing (in various phases of the softwarelife-cycle), validation of simulation through
comparison to experimental data, comparison of different experimental distributions - or
of experimental with respect to theoretical ones - in physics analysis, monitoring detector
behavior with respect to areference in online DAQ. From amere statistical point of view,
the problem consists in testing the non-parametric null hypothesis

HOIF:G
against an alternative one
Hi:F#G or F<G or F>G.

Of course, in thiskind of tests the acceptance of the null hypothesis Hy means that the
researcher will be able to specify the distribution analysed.

2.1 GoF statistical features

With the purpose of quantifying the measure of the deviation between the two distribu-
tions, many software toolkits for HEP data analysis solve the problem by means of the
well known and wide-spread chi-squared test. This test is studied to describe discrete
distributions, but it can be useful aso in case of unbinned distributions. In this case the
researcher is compelled to group data into classes, sacrificing in thisway a good deal of
the information conveyed by the distribution itself. In spite of the fact that this test has a
general applicability, it must be noticed that the chi-squared asymptotic distribution is not



valid if the theoretical frequenciesinvolved in the computation are lower that 5. For these
reasons, a powerful and up-dated statistical toolkit for HEP data analysis should supple-
ment the chi-squared test with other statistical tests, involving individual sample values.
In order to compare unbinned distributions, the GoF toolkit includes a wide set of tests
dealing with Kolmogorov’s empirical distribution function (EDF). Using this toolkit the
user is able to compare two EDFs selecting tests based on the supremum statistics:

- Kolmogorov-Smirnov test [4],
- Goodman approximation of Kolmogorov-Smirnov test [5],
- Kuiper test [6],

and together with tests based on the measure of integrated deviations of the two EDFs,
multiplied by aweighting function:

- Cramer-von Misestest [7] [8],
- Anderson-Darling test [9].

Due to its mathematical formulation the Anderson-Darling test is favourable in case of
fat-tailed distributions. A recent paper by Aksenov and Savageau [10] states that this last
test statistic is suitable in case of any kind of distribution, independently on its particular
skewness,

For these features, the GoF toolkit contains the generalization of these tests containing a
weighting function to the case of binned distributions:

- Fisz-Cramer-von Misestest [11],
- k-sample Anderson-Darling test [12].

Dealing with anon-parametrical set of tests a proper evaluation about the power of these
tests cannot be made. In general, the chi-squared test, for its simplicity, is the least pow-
erful one because of information loss due to data grouping (binning). On the other hand,
all the tests based on the supremum statistics are more powerful than the chi-squared one,
focusing only on the maximum deviation between the two EDFs. The most powerful tests
are undoubtedly the ones containing a weighting function, as the comparison is made all
along the range of x, rather than looking for a marked difference at one point [13].



2.2 GoF toolkit architecture

The system has been developed following a rigorous software process (United Software
Development Process), mapped onto the | SO 15504 guidelines. With the aim of guaran-
teeing the quality of the product, the software devel opment follows a spiral approach and
the software life cycleis iterative-incremental, based on a User Requirements Document
and providing Traceability.

The project adopts a solid architectural approach in order to offer the functionality and the
quality needed by the user, to be maintainable over alarge time scale and to be extensible,
accommodating in this way future evolutions of the user requirements.

Both object-oriented techniques and generic programming allow a component-based de-
sign of the toolkit. This feature is very important as it facilitates the re-use of the toolkit
aswell asitsintegration in other data analysis frameworks.

Figure 1 represents the core components of the GoF toolkit. Its main features are sum-
marised in two points:

o thetoolkit distinguishesinput distributions on the basis of their type, as binned and
unbinned data must be treated in different ways from a statistical point of view,

o the whole comparison process is managed by one object (Comparator Engine),
which is templated on the distribution type and on the algorithm selected by the
user.

The comparison returns to the user a statistics comparison result object, giving access to
the computed value of the test statistics, the number of degrees of freedom and the quality
of the comparison (p-value).

Figure 2 details al the algorithm implemented up to now: every algorithm is specialised
for only one kind of distribution (binned or unbinned). In this way the user can access
only those algorithms whose applicability conditions fit the kind of distribution he deals
with.

The component-based design allow for an easy extension of the GoF toolkit to new algo-
rithms without interfering with the existing code, employing the Factory method [2].
From the user’s point of view, the object-oriented techniques adopted together with the
standard AI DA (Abstract Interfacesfor Data Analysis) [3] interfaces are able to shield the
user from the complexity of both the architecture of the core components and the com-
putational aspects of the mathematical algorithmsimplemented. All the user hasto do is
to choose the most appropriate algorithm (in practice writing one line of code) and to run
the comparison. Thisimpliesthat the user does not need to know statistical details of any



algorithm, he also does not have to know the exact mathematical formulation of the dis-
tance nor of the asymptotic probability distribution he is computing. Therefore the user
can concentrate on the choice of the algorithm relevant for his data. Asan example, if the
user tries to apply the Kolmogorov-Smirnov comparison to binned data, the GoF will not
run the comparison, as the class KolmogorovSmirnovComparisonAlgorithmis defined to
work only on unbinned distributions.

3 Examplesof practical applications of the GoF toolkit

Thanks to the great variety of its sophisticated and powerful statistical tests, the GoF
toolkit has been adopted by some projects, having as a crucial point the comparison of
distributions of specific physical quantities. The three examples that follow have as a
common denominator the essential need for an accurate validation of the simulations
versus experimental data-sets. The field of applications are the following:

1. Physics validation: GEANT4 [14] decided to adopt the GoF toolkit for the mi-
croscopic validation of its physics (both Standard and Low Energies processes are
involved) with a powerful statistical tool.

2. Astrophysics: ESA Bepi Colombo mission [15] decided to use it with the aim of
comparing Bessy test beam experimental data with Geant4 simulations of X-ray
fluorescence emission.

3. Medical physicss CATANA INFN [16], the unique Italian group performing
hadron-therapy and treating patients affected by uveal melanoma, use the GoF
toolkit in order to make comparison of physical quantities of interest (as Bragg
peak, isodose distributions).

4 Conclusions

The GoF toolkit is an easy, up-to-date, and powerful tool for data comparison in physics
analysis. Itisthefirst statistical toolkit providing such avariety of sophisticated and pow-
erful agorithmsin HEP.

By employing a rigorous software process, using object-oriented techniques as well as
generic programming, the toolkit features a component-based design. This facilitates the
re-use of the toolkit in other environments. The adoption of AIDA interfaces simplifies
the use of the toolkit further.

The code is downloadable from the web [1] together with al the documentation concern-
ing the User Requirements Document and the Traceability Matrix.



Finally, for al the features described, the GoF toolkit constitutes a step forward in HEP
dataanalysisquality and could be easily used by other experimental software frameworks.
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Figure 1: Statistical toolkit core design: one object (Comparator Engine) is responsible
of the whole statistical comparison process.
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Figure 2. Detail of the statistical toolkit design: agorithms implemented for binned
(Chi-squared, Fisz-Cramer-von Mises and k-sample Anderson-Darling tests) and un-
binned (Kolmogorov-Smirnov, Goodman-Kolmogorov-Smirnov, Cramer-von Mises and
Anderson-Darling tests) distributions. The Factory Method allows an easy extension of
the GoF to further algorithms, without interfering with the existing code.





