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Figure 8: The figure [62] shows on the left distributions of ξ measured by CDF in bins of dijet
invariant mass mjj. The mean values of mjj are given on the plots. The figure on the right
shows the evolution of the peak position ξ0 as function of mjj sin θC for three different values
of θC as indicated on the figure. The data are compared with e+e− and ep data and with a
MLLA QCD prediction.

5 Conclusions

We have shown important and illustrative examples of QCD tests at low and high energy scales.
These tests use event shape observables or jet based observables to investigate properties of
hadronic final states in e+e−, ep, pp or pp̄ collisions.

In e+e− the theory has advanced to NNLO calculations combined with resummation of
logarithmic term up to subleading level. This allows extractions of the value of the strong
coupling constant αS(mZ0) with a precision reaching 1%. Comparisons of hadronisation models
in Monte Carlo generators or in analytic form for the event shape 1− T shows that a residual
uncertainty in hadronisation modelling of about 2-3% remains. Several analyses using only one
model (or class of models) quote significantly smaller hadronisation uncertainties.

In ep DIS NLO QCD calculations are available together with a large amount of well measured
data. Analyses using event shapes or jets confirm QCD with high precision and consistent with
e+e− results.
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The LHC experiments have shown their first results on jets in pp collisions. With jet
transverse momenta reaching the TeV scale QCD is now tested at unexplored energy scales.
NLO QCD predictions are available for many processes including some with many jets in the
final state such a Z0 production with up to four jets. The theory generally gives a satisfactory
description of the data.

Studies of soft QCD in the GeV range or below are sensitive to the transition from the
partons of the theory to the observed hadrons. For some well defined observables such as the
momentum spectra of charged particles precise measurements and solid QCD predictions are
possible. These confirm the applicability of QCD, in appropriate approximations, at low energy
scales and give insight into some of the underlying mechanisms of hadronisation. In particular
the success of MLLA QCD predictions together with LPHD imply that hadronisation is a local
process.

We are looking forward with excitement to more measurements from LHC and more ad-
vances in the theory, and thus to a more complete understanding of processes at large and small
energy scales.
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Abstract Theoretical predictions for scattering processes with multi-particle final states at
next-to-leading order (NLO) in perturbative QCD are essential to fully exploit the physics
potential of present and future high-energy colliders. The status of NLO QCD calculations and
tools is reviewed.

1 Introduction

The study of hard scattering processes at the Large Hadron Collider (LHC) [1] and a future
TeV-scale linear collider is our primary means to probe and extend the Standard Model of
particle physics. It is driven by the comparison of experimental measurements with theoretical
predictions, which depends on our ability to compute collider cross sections in perturbative
QCD with adequate accuracy [2, 3]. This can only be achieved by going beyond leading order
(LO) in QCD. When using conventional measures, LO scale uncertainties are typically large
compared to experimental uncertainties. Moreover, for theoretical reasons a reliable estimation
of the scale uncertainty is not feasible at LO. Consequently, an assessment of different scale
choices, which is particularly important for many-particle/jet processes, is not possible. Fur-
thermore, the convergence of the perturbative series cannot be assessed at LO. When going
beyond LO by including NLO corrections, the situation improves significantly.1 At NLO, scale
uncertainties can be assessed more reliably, and the residual uncertainties are often comparable
to experimental uncertainties.2 NLO calculations thus deliver accurate predictions not only
for the overall normalisation, but also for kinematic distributions including peripheral phase
space regions. This is in part due to the fact that new subprocesses often become active at
NLO, which modify the normalisation and kinematic distributions. Our ability to determine
the uncertainty of parton distribution functions (PDF) and to model the structure of jets is
also greatly enhanced at NLO.

1For processes with vastly differing scales, the resummation of large logarithms of ratios of scales may also
be necessary.

2Notable exceptions are the hadroproduction of Higgs and Wbb̄ with σNLO/σLO ≈ 2.
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In Section 2, the state-of-the-art methods, implementations and tools for parton-level NLO
calculations are briefly reviewed. In Section 3, the status of collider physics applications is
described. The review ends with a summary.3

2 Methods, implementations and tools

The structure and implied modularity of NLO calculations is illustrated in Eqs. (1)–(3):

σNLO = σBorn + σcorr (1)

σBorn =

∫
dφn

1

2ŝ
|ALO|

2 (2)

σcorr =

∫
dφn

αs

2ŝ

[ ∑

j

∫
dφjDj +ALOA

∗
NLO,V +A∗

LOANLO,V

]

+

∫
dφn+1

αs

2ŝ

[
|MNLO,R|

2 −
∑

j

Dj

]
(3)

The new components of the NLO correction σcorr are:4 the virtual corrections (involving one-
loop amplitudes), the real corrections (involving tree amplitudes) and the infrared subtraction
terms.5 The resulting procedure for NLO calculations is given in Table 1. The Binoth Les
Houches Accord, a standard interface for combining the tree-level and loop-level contributions,
has been defined in Ref. [6] and is implemented in many automated tools (see below).

Until circa 2005, the limiting factor of NLO calculations was the computation of the virtual
corrections, which typically applied Passarino-Veltman (PV) [7] or PV-inspired [8] tensor in-
tegral reduction methods to evaluate the form factors of a Feynman-diagram-based amplitude
representation. Several one-loop integral libraries are available as public codes: LoopTools
[9, 10], QCDLoop [11], Golem95 [12], OneLOop [13] and PJFry [14]. The PV approach is
general, but practical limitations arise due to the factorial growth of the number of Feynman
graphs with N = n+2, the strong growth of the number of reduction terms with N and due to
numerical instabilities for exceptional kinematic configurations, which are caused by vanishing
Gram determinants. It has nevertheless been used successfully to create collections of NLO
calculations based on analytic formulae and semi-automated methods, such as MCFM [15, 16],
MC@NLO [17] and VBFNLO [18, 19, 20, 21].6 Since 2004, tremendous improvements have been
achieved for the calculation of multi-leg one-loop amplitudes due to the exploitation of on-shell

3The important topics of next-to-next-to-leading order (NNLO) calculations and combining parton-level
fixed-order calculations and parton-shower event generators are beyond the scope of this review.

4The Born amplitude is assumed to be at tree level.
5An alternative to the widely used subtraction formalism [4] is the phase space slicing method [5].
6The POWHEG BOX [22] library project [23, 24] was inspired by these collections.
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1. Real correction: generate and evaluate 2 → n+ 1 tree-level amplitudes
2. Subtract soft and collinear singularities due to single unresolved real radiation

to obtain finite result
3. Integrate over (n+ 1)-particle phase space
4. Virtual correction: generate and evaluate UV-renormalised 2 → n one-loop

amplitude after extraction of soft and collinear singularities to obtain finite
result

5. Confirm cancellation of soft/collinear singularities (absorb initial state collinear
singularities into PDF)

6. Integrate over n-particle phase space
7. Combine 2 → n+ 1 and 2 → n contributions
8. Convolve with NLO PDF
9. Repeat for all contributing subprocesses

Table 1: Steps to calculate the NLO QCD corrections for a 2 → n process. n excludes elec-
troweak decays.

recursion relations and generalized-unitarity-cut constructibility as well as the possibility to
even reconstruct the full rational terms [25, 26]. On-shell reduction related tools are CutTools
[27], Rocket [28] and Samurai [29]. Further innovative, complementary methods are also being
developed [30]. A comprehensive review of methods for multi-leg one-loop calculations can be
found in Ref. [31].

Three widely-used algorithms for the generation of process-independent infrared subtraction
terms are Catani-Seymour dipole subtraction [32], Frixione-Kunszt-Signer (FKS) subtraction
[33] and antenna subtraction [34].7 Several implementations for these standard schemes are
available: Sherpa-Dipoles [36], MadDipole [37], HELAC-Dipoles [38], MadFKS [39], TeVJet
[40] and AutoDipole [41].

The following programs aim to provide a comprehensive, automated solution for NLO cal-
culations: aMC@NLO [27, 39, 42], BlackHat/Sherpa [26, 36, 43], HELAC-NLO [13, 27, 38, 44],
GoSam [45], FeynArts/FormCalc/LoopTools [10, 46] and MadGolem [47].

3 Collider physics applications

Discussions at the Les Houches 2005 Physics at TeV Colliders Workshop resulted in a list of
processes for which the knowledge of NLO corrections was considered of particular importance

7Research on alternative subtraction schemes is also being carried out [35].
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for the LHC physics programme [48]. This experimenter’s NLO “wish list” has guided theo-
retical efforts and was subsequently revised and updated in 2007 [49] as well as 2009 [50]. The
most recent version is displayed in Table 2.

Due to the groundbreaking advances outlined in Section 2, since 2009 the frontier for collider
physics applications of NLO techniques has also advanced considerably. The following 2 → 4
processes – most are on the wish list – have now been calculated at NLO QCD:8 pp → Wγγ+jet
[21], pp → W+3 jets [62, 63, 66, 67], pp → Z, γ∗+3 jets [68], pp → tt̄bb̄ [59, 60, 61, 69], pp → tt̄jj
[64, 70], pp → bb̄bb̄ [71], pp → W+W−bb̄ [72], pp → W±W±jj [24, 73], pp → W+W−jj [74]
and most recently pp → 4 jets [75]. Leptonic decays of weak bosons can be included trivially.
At the same level of complexity, complete off-shell effects for pp → tt̄ with dileptonic decay, i.e.
pp → e+νebµ

−ν̄µb̄, have been calculated at NLO QCD in Ref. [76], which allowed to explicitly
confirm the O(αsΓ/M) effect predicted by Ref. [77]. Advancing the frontier for linear collider
physics, the process e+e− → 5 jets has recently been calculated at NLO [78], which allowed
to extract a competitive value of αs(MZ) from 5-jet LEP data. Going beyond 4-particle final
states in general requires the computation of 7-point one-loop amplitudes or higher. This is the
current complexity frontier. At this level, NLO cross sections in leading-colour approximation
have been calculated for V + 4 jets by the BlackHat/Sherpa collaboration (pp → W + 4 jets
[79] and pp → Z+4 jets [80]) and for e+e− → n jets up to n = 7 [81].9 The n = 7 case required
the computation of a one-loop 8-point function.

4 Summary

NLO QCD predictions for multi-particle processes are essential to fully exploit the physics
potential of the LHC and a future linear collider. In recent years, tremendous progress has
been made in developing the calculational methods and tools that are required to compute
NLO corrections for hard scattering processes with 6, 7 or more external particles. At this level
a (semi-)manual approach is no longer feasible, and the transition from collections of codes for
specific processes to automated code generation for any process up to a maximum complexity
has now been achieved. Several such automated tools are available or will become public in the
near future. The modularity of NLO calculations allows to interface many tool components on
the basis of the Binoth Les Houches Accord.

8pp is given as initial state, but pp̄ is also implied.
9Recently, the full-colour virtual contribution to pp → W + 4 jets has been calculated [82].
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Process (V ∈ {Z,W, γ}) Comments
Calculations completed since Les Houches 2005

1. pp → V V+jet WW+jet completed by Dittmaier/Kallweit/Uwer [51, 52];
Campbell/Ellis/Zanderighi [53].
ZZ+jet completed by
Binoth/Gleisberg/Karg/Kauer/Sanguinetti [54]

2. pp → Higgs+2jets NLO QCD to the gg channel
completed by Campbell/Ellis/Zanderighi [16];
NLO QCD+EW to the VBF channel
completed by Ciccolini/Denner/Dittmaier [55, 56]

3. pp → V V V ZZZ completed by Lazopoulos/Melnikov/Petriello [57]
and WWZ by Hankele/Zeppenfeld [19]
(see also Binoth/Ossola/Papadopoulos/Pittau [58])

4. pp → tt̄ bb̄ relevant for tt̄H computed by
Bredenstein/Denner/Dittmaier/Pozzorini [59, 60]
and Bevilacqua/Czakon/Papadopoulos/Pittau/Worek [61]

5. pp → V+3jets calculated by the Blackhat/Sherpa [62]
and Rocket [63] collaborations

Calculations remaining from Les Houches 2005

6. pp → tt̄+2jets relevant for tt̄H computed by
Bevilacqua/Czakon/Papadopoulos/Worek [64]

7. pp → V V bb̄, relevant for VBF → H → V V , tt̄H
8. pp → V V+2jets relevant for VBF → H → V V

VBF contributions calculated by
(Bozzi/)Jäger/Oleari/Zeppenfeld [20]

NLO calculations added to list in 2007

9. pp → bb̄bb̄ qq̄ channel calculated by Golem collaboration [65]

NLO calculations added to list in 2009

10. pp → V+4jets top pair production, various new physics signatures
11. pp → Wbb̄j top, new physics signatures
12. pp → tt̄tt̄ various new physics signatures

Calculations beyond NLO added in 2007

13. gg → W ∗W ∗ O(α2α3

s
) backgrounds to Higgs

14. NNLO pp → tt̄ normalisation of a benchmark process
15. NNLO to VBF and Z/γ+jet Higgs couplings and SM benchmark

Calculations including electroweak effects

16. NNLO QCD+NLO EW for W/Z precision calculation of a SM benchmark

Table 2: The experimenter’s wish list for LHC processes in early 2010 (from [50]).

327



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

Acknowledgments

I would like to thank the organisers for the invitation to speak at Linear Collider 2011 and
commend G. Pancheri and her team for hosting this well-organised and thoroughly enjoyable
meeting. The hospitality of the European Centre for Theoretical Studies in Nuclear Physics
and Related Areas (ECT*) as well as partial support from ECT* and INFN are gratefully
acknowledged. This work was carried out as part of the research programme of the Royal
Holloway and Sussex Particle Physics Theory Consortium and the NExT Institute. Financial
support under the SEPnet Initiative from the Higher Education Funding Council for England
and the Science and Technology Facilities Council (STFC) is gratefully acknowledged. This
work was supported by STFC grant ST/J000485/1.

References

[1] J. M. Butterworth, G. Dissertori and G. P. Salam, arXiv:1202.0583 [hep-ex].

[2] G. P. Salam, PoS ICHEP 2010 (2010) 556 [arXiv:1103.1318 [hep-ph]].

[3] G. Zanderighi, arXiv:1201.3905 [hep-ph].

[4] R. K. Ellis, D. A. Ross and A. E. Terrano, Nucl. Phys. B 178 (1981) 421.

[5] K. Fabricius, G. Kramer, G. Schierholz and I. Schmitt, Z. Phys. C 11 (1981) 315;
G. Kramer and B. Lampe, Fortsch. Phys. 37 (1989) 161; B. W. Harris and J. F. Owens,
Phys. Rev. D 65 (2002) 094032 [hep-ph/0102128].

[6] T. Binoth et al., Comput. Phys. Commun. 181 (2010) 1612 [arXiv:1001.1307 [hep-ph]].

[7] G. ’t Hooft and M. J. G. Veltman, Nucl. Phys. B 153 (1979) 365; G. Passarino and
M. J. G. Veltman, Nucl. Phys. B 160 (1979) 151.

[8] A. Denner and S. Dittmaier, Nucl. Phys. B 658 (2003) 175 [hep-ph/0212259]; T. Binoth,
J. P. Guillet, G. Heinrich, E. Pilon and C. Schubert, JHEP 0510 (2005) 015 [hep-
ph/0504267]; A. Denner and S. Dittmaier, Nucl. Phys. B 734 (2006) 62 [hep-ph/0509141].

[9] G. J. van Oldenborgh and J. A. M. Vermaseren, Z. Phys. C 46 (1990) 425.

[10] T. Hahn and M. Perez-Victoria, Comput. Phys. Commun. 118 (1999) 153 [hep-
ph/9807565].

[11] R. K. Ellis and G. Zanderighi, JHEP 0802 (2008) 002 [arXiv:0712.1851 [hep-ph]].

328



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

[12] T. Binoth, J. -P. Guillet, G. Heinrich, E. Pilon and T. Reiter, Comput. Phys. Commun.
180 (2009) 2317 [arXiv:0810.0992 [hep-ph]]; G. Cullen, J. P. Guillet, G. Heinrich, T. Klein-
schmidt, E. Pilon, T. Reiter and M. Rodgers, Comput. Phys. Commun. 182 (2011) 2276
[arXiv:1101.5595 [hep-ph]].

[13] A. van Hameren, Comput. Phys. Commun. 182 (2011) 2427 [arXiv:1007.4716 [hep-ph]].

[14] J. Fleischer and T. Riemann, Phys. Rev. D 83 (2011) 073004 [arXiv:1009.4436 [hep-ph]].

[15] R. K. Ellis and S. Veseli, Phys. Rev. D 60 (1999) 011501 [hep-ph/9810489]; J. M. Camp-
bell and R. K. Ellis, Phys. Rev. D 60 (1999) 113006 [hep-ph/9905386]; J. M. Campbell
and R. K. Ellis, Phys. Rev. D 62 (2000) 114012 [hep-ph/0006304]; J. M. Campbell and
R. K. Ellis, Phys. Rev. D 65 (2002) 113007 [hep-ph/0202176]; J. M. Campbell, R. K. El-
lis, F. Maltoni and S. Willenbrock, Phys. Rev. D 67 (2003) 095002 [hep-ph/0204093];
J. M. Campbell, R. K. Ellis and D. L. Rainwater, Phys. Rev. D 68 (2003) 094021 [hep-
ph/0308195]; J. M. Campbell, R. K. Ellis, F. Maltoni and S. Willenbrock, Phys. Rev. D 69

(2004) 074021 [hep-ph/0312024]; J. M. Campbell, R. K. Ellis and F. Tramontano, Phys.
Rev. D 70 (2004) 094012 [hep-ph/0408158]; J. M. Campbell and F. Tramontano, Nucl.
Phys. B 726 (2005) 109 [hep-ph/0506289]; J. M. Campbell, R. K. Ellis, F. Maltoni and
S. Willenbrock, Phys. Rev. D 73 (2006) 054007 [Erratum-ibid. D 77 (2008) 019903] [hep-
ph/0510362]; J. M. Campbell, R. Frederix, F. Maltoni and F. Tramontano, Phys. Rev. Lett.
102 (2009) 182003 [arXiv:0903.0005 [hep-ph]]; J. M. Campbell, R. K. Ellis and C. Williams,
Phys. Rev. D 81 (2010) 074023 [arXiv:1001.4495 [hep-ph]]; S. Badger, J. M. Campbell and
R. K. Ellis, JHEP 1103 (2011) 027 [arXiv:1011.6647 [hep-ph]]; J. M. Campbell, R. K. El-
lis and C. Williams, JHEP 1107 (2011) 018 [arXiv:1105.0020 [hep-ph]]; J. M. Campbell,
R. K. Ellis and C. Williams, JHEP 1110 (2011) 005 [arXiv:1107.5569 [hep-ph]].

[16] J. M. Campbell, R. K. Ellis and G. Zanderighi, JHEP 0610 (2006) 028 [hep-ph/0608194].

[17] S. Frixione and B. R. Webber, JHEP 0206 (2002) 029 [hep-ph/0204244]; S. Frixione,
P. Nason and B. R. Webber, JHEP 0308 (2003) 007 [hep-ph/0305252]; S. Frixione, E. Lae-
nen, P. Motylinski and B. R. Webber, JHEP 0603 (2006) 092 [hep-ph/0512250]; S. Frix-
ione, E. Laenen, P. Motylinski, B. R. Webber and C. D. White, JHEP 0807 (2008) 029
[arXiv:0805.3067 [hep-ph]]; S. Frixione, F. Stoeckli, P. Torrielli and B. R. Webber, JHEP
1101 (2011) 053 [arXiv:1010.0568 [hep-ph]]; B. Fuks, M. Klasen, F. Ledroit, Q. Li and
J. Morel, Nucl. Phys. B 797 (2008) 322 [arXiv:0711.0749 [hep-ph]].

[18] T. Figy, C. Oleari and D. Zeppenfeld, Phys. Rev. D 68 (2003) 073005 [hep-ph/0306109];
T. Figy, S. Palmer and G. Weiglein, arXiv:1012.4789 [hep-ph]; T. Figy, V. Hankele and
D. Zeppenfeld, JHEP 0802 (2008) 076 [arXiv:0710.5621 [hep-ph]]; C. Oleari and D. Zep-
penfeld, Phys. Rev. D 69 (2004) 093004 [hep-ph/0310156]; C. Englert, B. Jager, M. Worek

329



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

and D. Zeppenfeld, Phys. Rev. D 80 (2009) 035027 [arXiv:0810.4861 [hep-ph]]; C. En-
glert, B. Jager and D. Zeppenfeld, JHEP 0903 (2009) 060 [arXiv:0812.2564 [hep-ph]];
K. Arnold, T. Figy, B. Jager and D. Zeppenfeld, JHEP 1008 (2010) 088 [arXiv:1006.4237
[hep-ph]]; F. Campanario, V. Hankele, C. Oleari, S. Prestel and D. Zeppenfeld, Phys. Rev.
D 78 (2008) 094012 [arXiv:0809.0790 [hep-ph]]; G. Bozzi, F. Campanario, V. Hankele
and D. Zeppenfeld, Phys. Rev. D 81 (2010) 094030 [arXiv:0911.0438 [hep-ph]]; G. Bozzi,
F. Campanario, M. Rauch, H. Rzehak and D. Zeppenfeld, Phys. Lett. B 696 (2011)
380 [arXiv:1011.2206 [hep-ph]]; G. Bozzi, F. Campanario, M. Rauch and D. Zeppenfeld,
Phys. Rev. D 83 (2011) 114035 [arXiv:1103.4613 [hep-ph]]; G. Bozzi, F. Campanario,
M. Rauch and D. Zeppenfeld, Phys. Rev. D 84 (2011) 074028 [arXiv:1107.3149 [hep-
ph]]; F. Campanario, C. Englert, M. Spannowsky and D. Zeppenfeld, Europhys. Lett. 88
(2009) 11001 [arXiv:0908.1638 [hep-ph]]; F. Campanario, C. Englert and M. Spannowsky,
Phys. Rev. D 83 (2011) 074009 [arXiv:1010.1291 [hep-ph]]; F. Campanario, C. Englert,
S. Kallweit, M. Spannowsky and D. Zeppenfeld, JHEP 1007 (2010) 076 [arXiv:1006.0390
[hep-ph]]; F. Campanario, C. Englert and M. Spannowsky, Phys. Rev. D 82 (2010) 054015
[arXiv:1006.3090 [hep-ph]]; V. Del Duca, W. Kilgore, C. Oleari, C. Schmidt and D. Zep-
penfeld, Phys. Rev. Lett. 87 (2001) 122001 [hep-ph/0105129]; V. Del Duca, W. Kilgore,
C. Oleari, C. Schmidt and D. Zeppenfeld, Nucl. Phys. B 616 (2001) 367 [hep-ph/0108030];
V. Del Duca, G. Klamke, D. Zeppenfeld, M. L. Mangano, M. Moretti, F. Piccinini, R. Pit-
tau and A. D. Polosa, JHEP 0610 (2006) 016 [hep-ph/0608158]; G. Klamke and D. Zep-
penfeld, JHEP 0704 (2007) 052 [hep-ph/0703202]; F. Campanario, M. Kubocz and D. Zep-
penfeld, Phys. Rev. D 84 (2011) 095025 [arXiv:1011.3819 [hep-ph]]; K. Arnold, M. Bahr,
G. Bozzi, F. Campanario, C. Englert, T. Figy, N. Greiner and C. Hackstein et al., Comput.
Phys. Commun. 180 (2009) 1661 [arXiv:0811.4559 [hep-ph]]; K. Arnold, J. Bellm, G. Bozzi,
M. Brieg, F. Campanario, C. Englert, B. Feigl and J. Frank et al., arXiv:1107.4038 [hep-
ph].

[19] V. Hankele and D. Zeppenfeld, Phys. Lett. B 661 (2008) 103 [arXiv:0712.3544 [hep-ph]].

[20] B. Jager, C. Oleari and D. Zeppenfeld, JHEP 0607 (2006) 015 [hep-ph/0603177]; B. Jager,
C. Oleari and D. Zeppenfeld, Phys. Rev. D 73 (2006) 113006 [hep-ph/0604200]; G. Bozzi,
B. Jager, C. Oleari and D. Zeppenfeld, Phys. Rev. D 75 (2007) 073004 [hep-ph/0701105].

[21] F. Campanario, C. Englert, M. Rauch and D. Zeppenfeld, Phys. Lett. B 704 (2011) 515
[arXiv:1106.4009 [hep-ph]]; F. Campanario, JHEP 1110 (2011) 070 [arXiv:1105.0920 [hep-
ph]].

[22] P. Nason, JHEP 0411 (2004) 040 [hep-ph/0409146]; S. Frixione, P. Nason and C. Oleari,
JHEP 0711 (2007) 070 [arXiv:0709.2092 [hep-ph]]; S. Alioli, P. Nason, C. Oleari and E. Re,
JHEP 1006 (2010) 043 [arXiv:1002.2581 [hep-ph]].

330



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

[23] S. Alioli, P. Nason, C. Oleari and E. Re, JHEP 0807 (2008) 060 [arXiv:0805.4802 [hep-
ph]]; S. Alioli, P. Nason, C. Oleari and E. Re, JHEP 1101 (2011) 095 [arXiv:1009.5594
[hep-ph]]; S. Alioli, P. Nason, C. Oleari and E. Re, JHEP 0909 (2009) 111 [Erratum-
ibid. 1002 (2010) 011] [arXiv:0907.4076 [hep-ph]]; E. Re, Eur. Phys. J. C 71 (2011)
1547 [arXiv:1009.2450 [hep-ph]]; S. Alioli, P. Nason, C. Oleari and E. Re, JHEP 0904

(2009) 002 [arXiv:0812.0578 [hep-ph]]; P. Nason and C. Oleari, JHEP 1002 (2010) 037
[arXiv:0911.5299 [hep-ph]]; S. Alioli, K. Hamilton, P. Nason, C. Oleari and E. Re, JHEP
1104 (2011) 081 [arXiv:1012.3380 [hep-ph]]; S. Frixione, P. Nason and G. Ridolfi, JHEP
0709 (2007) 126 [arXiv:0707.3088 [hep-ph]]; T. Melia, P. Nason, R. Rontsch and G. Zan-
derighi, Eur. Phys. J. C 71 (2011) 1670 [arXiv:1102.4846 [hep-ph]]; T. Melia, P. Nason,
R. Rontsch and G. Zanderighi, JHEP 1111 (2011) 078 [arXiv:1107.5051 [hep-ph]]; C. Oleari
and L. Reina, JHEP 1108 (2011) 061 [Erratum-ibid. 1111 (2011) 040] [arXiv:1105.4488
[hep-ph]]; E. Bagnaschi, G. Degrassi, P. Slavich and A. Vicini, arXiv:1111.2854 [hep-ph];
C. Bernaciak and D. Wackeroth, arXiv:1201.4804 [hep-ph]; L. Barze’, G. Montagna, P. Na-
son, O. Nicrosini and F. Piccinini, arXiv:1202.0465 [hep-ph].

[24] B. Jager and G. Zanderighi, JHEP 1111 (2011) 055 [arXiv:1108.0864 [hep-ph]].

[25] Z. Bern, L. J. Dixon, D. C. Dunbar and D. A. Kosower, Nucl. Phys. B 425 (1994) 217
[hep-ph/9403226]; Z. Bern, L. J. Dixon, D. C. Dunbar and D. A. Kosower, Nucl. Phys.
B 435 (1995) 59 [hep-ph/9409265]; Z. Bern, L. J. Dixon and D. A. Kosower, Nucl. Phys.
B 513 (1998) 3 [arXiv:hep-ph/9708239]; R. Britto, F. Cachazo and B. Feng, Nucl. Phys.
B 725 (2005) 275 [arXiv:hep-th/0412103]; G. Ossola, C. G. Papadopoulos and R. Pit-
tau, Nucl. Phys. B 763 (2007) 147 [arXiv:hep-ph/0609007]; R. K. Ellis, W. T. Giele and
Z. Kunszt, JHEP 0803 (2008) 003 [arXiv:0708.2398 [hep-ph]]; W. T. Giele, Z. Kunszt and
K. Melnikov, JHEP 0804 (2008) 049 [arXiv:0801.2237 [hep-ph]]; R. K. Ellis, W. T. Giele,
Z. Kunszt and K. Melnikov, Nucl. Phys. B 822 (2009) 270 [arXiv:0806.3467 [hep-ph]].

[26] C. F. Berger, Z. Bern, L. J. Dixon, F. Febres Cordero, D. Forde, H. Ita, D. A. Kosower
and D. Maitre, Phys. Rev. D 78 (2008) 036003 [arXiv:0803.4180 [hep-ph]].

[27] G. Ossola, C. G. Papadopoulos and R. Pittau, JHEP 0803 (2008) 042 [arXiv:0711.3596
[hep-ph]].

[28] W. T. Giele and G. Zanderighi, JHEP 0806 (2008) 038 [arXiv:0805.2152 [hep-ph]];
R. K. Ellis, W. T. Giele, Z. Kunszt, K. Melnikov and G. Zanderighi, JHEP 0901 (2009)
012 [arXiv:0810.2762 [hep-ph]].

[29] P. Mastrolia, G. Ossola, T. Reiter and F. Tramontano, JHEP 1008 (2010) 080
[arXiv:1006.0710 [hep-ph]].

331



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

[30] A. van Hameren, JHEP 0907 (2009) 088 [arXiv:0905.1005 [hep-ph]]; S. Becker, C. Reuschle
and S. Weinzierl, JHEP 1012 (2010) 013 [arXiv:1010.4187 [hep-ph]]; F. Cascioli, P. Maier-
hofer and S. Pozzorini, arXiv:1111.5206 [hep-ph].

[31] R. K. Ellis, Z. Kunszt, K. Melnikov and G. Zanderighi, arXiv:1105.4319 [hep-ph].

[32] S. Catani and M. H. Seymour, Nucl. Phys. B 485 (1997) 291 [Erratum-ibid. B 510 (1998)
503] [hep-ph/9605323]; S. Catani, S. Dittmaier, M. H. Seymour and Z. Trocsanyi, Nucl.
Phys. B 627 (2002) 189 [hep-ph/0201036].

[33] S. Frixione, Z. Kunszt and A. Signer, Nucl. Phys. B 467 (1996) 399 [hep-ph/9512328];
S. Frixione, Nucl. Phys. B 507 (1997) 295 [hep-ph/9706545].

[34] D. A. Kosower, Phys. Rev. D 57 (1998) 5410 [hep-ph/9710213]; A. Gehrmann-De Ridder,
T. Gehrmann and E. W. N. Glover, JHEP 0509 (2005) 056 [hep-ph/0505111]; A. Daleo,
T. Gehrmann and D. Maitre, JHEP 0704 (2007) 016 [hep-ph/0612257].

[35] C. H. Chung, M. Kramer and T. Robens, JHEP 1106 (2011) 144 [arXiv:1012.4948 [hep-
ph]].

[36] T. Gleisberg and F. Krauss, Eur. Phys. J. C 53 (2008) 501 [arXiv:0709.2881 [hep-ph]].

[37] R. Frederix, T. Gehrmann and N. Greiner, JHEP 0809 (2008) 122 [arXiv:0808.2128 [hep-
ph]]; R. Frederix, T. Gehrmann and N. Greiner, JHEP 1006 (2010) 086 [arXiv:1004.2905
[hep-ph]].

[38] M. Czakon, C. G. Papadopoulos and M. Worek, JHEP 0908 (2009) 085 [arXiv:0905.0883
[hep-ph]].

[39] R. Frederix, S. Frixione, F. Maltoni and T. Stelzer, JHEP 0910 (2009) 003
[arXiv:0908.4272 [hep-ph]].

[40] M. H. Seymour and C. Tevlin, arXiv:0803.2231 [hep-ph].

[41] K. Hasegawa, S. Moch and P. Uwer, Comput. Phys. Commun. 181 (2010) 1802
[arXiv:0911.4371 [hep-ph]].

[42] V. Hirschi, R. Frederix, S. Frixione, M. V. Garzelli, F. Maltoni and R. Pittau, JHEP
1105 (2011) 044 [arXiv:1103.0621 [hep-ph]]; R. Frederix, S. Frixione, V. Hirschi, F. Mal-
toni, R. Pittau and P. Torrielli, Phys. Lett. B 701 (2011) 427 [arXiv:1104.5613 [hep-ph]];
R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, R. Pittau and P. Torrielli, JHEP 1109

(2011) 061 [arXiv:1106.6019 [hep-ph]]; R. Frederix, S. Frixione, V. Hirschi, F. Maltoni,
R. Pittau and P. Torrielli, arXiv:1110.4738 [hep-ph]; R. Frederix, S. Frixione, V. Hirschi,

332



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

F. Maltoni, R. Pittau and P. Torrielli, JHEP 1202 (2012) 048 [arXiv:1110.5502 [hep-ph]];
J. Alwall, M. Herquet, F. Maltoni, O. Mattelaer and T. Stelzer, JHEP 1106 (2011) 128
[arXiv:1106.0522 [hep-ph]].

[43] T. Gleisberg, S. Hoeche, F. Krauss, M. Schonherr, S. Schumann, F. Siegert and J. Winter,
JHEP 0902 (2009) 007 [arXiv:0811.4622 [hep-ph]].

[44] A. van Hameren, C. G. Papadopoulos and R. Pittau, JHEP 0909 (2009) 106
[arXiv:0903.4665 [hep-ph]]; G. Bevilacqua, M. Czakon, M. V. Garzelli, A. van Hameren,
A. Kardos, C. G. Papadopoulos, R. Pittau and M. Worek, arXiv:1110.1499 [hep-ph]; A. Ca-
farella, C. G. Papadopoulos and M. Worek, Comput. Phys. Commun. 180 (2009) 1941
[arXiv:0710.2427 [hep-ph]].

[45] G. Cullen, N. Greiner, G. Heinrich, G. Luisoni, P. Mastrolia, G. Ossola, T. Reiter and
F. Tramontano, arXiv:1111.2034 [hep-ph].

[46] T. Hahn, Comput. Phys. Commun. 140 (2001) 418 [hep-ph/0012260].

[47] T. Binoth, D. Goncalves Netto, D. Lopez-Val, K. Mawatari, T. Plehn and I. Wigmore,
Phys. Rev. D 84 (2011) 075005 [arXiv:1108.1250 [hep-ph]].

[48] C. Buttar, S. Dittmaier, V. Drollinger, S. Frixione, A. Nikitenko, S. Willenbrock, S. Ab-
dullin and E. Accomando et al., hep-ph/0604120.

[49] Z. Bern et al. [NLO Multileg Working Group Collaboration], arXiv:0803.0494 [hep-ph].

[50] J. R. Andersen et al. [SM and NLO Multileg Working Group Collaboration],
arXiv:1003.1241 [hep-ph].

[51] S. Dittmaier, S. Kallweit and P. Uwer, Phys. Rev. Lett. 100 (2008) 062003 [arXiv:0710.1577
[hep-ph]].

[52] S. Dittmaier, S. Kallweit and P. Uwer, Nucl. Phys. B 826 (2010) 18 [arXiv:0908.4124
[hep-ph]].

[53] J. M. Campbell, R. K. Ellis and G. Zanderighi, JHEP 0712 (2007) 056 [arXiv:0710.1832
[hep-ph]].

[54] T. Binoth, T. Gleisberg, S. Karg, N. Kauer and G. Sanguinetti, Phys. Lett. B 683 (2010)
154 [arXiv:0911.3181 [hep-ph]].

[55] M. Ciccolini, A. Denner and S. Dittmaier, Phys. Rev. Lett. 99 (2007) 161803
[arXiv:0707.0381 [hep-ph]].

333



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

[56] M. Ciccolini, A. Denner and S. Dittmaier, Phys. Rev. D 77 (2008) 013002 [arXiv:0710.4749
[hep-ph]].

[57] A. Lazopoulos, K. Melnikov and F. Petriello, Phys. Rev. D 76 (2007) 014001 [arXiv:hep-
ph/0703273].

[58] T. Binoth, G. Ossola, C. G. Papadopoulos and R. Pittau, JHEP 0806 (2008) 082
[arXiv:0804.0350 [hep-ph]].

[59] A. Bredenstein, A. Denner, S. Dittmaier and S. Pozzorini, Phys. Rev. Lett. 103 (2009)
012002 [arXiv:0905.0110 [hep-ph]].

[60] A. Bredenstein, A. Denner, S. Dittmaier and S. Pozzorini, JHEP 1003 (2010) 021
[arXiv:1001.4006 [hep-ph]].

[61] G. Bevilacqua, M. Czakon, C. G. Papadopoulos, R. Pittau and M. Worek, JHEP 0909

(2009) 109 [arXiv:0907.4723 [hep-ph]].

[62] C. F. Berger, Z. Bern, L. J. Dixon, F. Febres Cordero, D. Forde, T. Gleisberg, H. Ita and
D. A. Kosower et al., Phys. Rev. D 80 (2009) 074036 [arXiv:0907.1984 [hep-ph]].

[63] R. K. Ellis, K. Melnikov and G. Zanderighi, JHEP 0904 (2009) 077 [arXiv:0901.4101
[hep-ph]].

[64] G. Bevilacqua, M. Czakon, C. G. Papadopoulos and M. Worek, Phys. Rev. Lett. 104
(2010) 162002 [arXiv:1002.4009 [hep-ph]].

[65] T. Binoth et al., PoS RADCOR2009 (2010) 026 [arXiv:1001.4905 [hep-ph]].

[66] C. F. Berger, Z. Bern, L. J. Dixon, F. Febres Cordero, D. Forde, T. Gleisberg, H. Ita and
D. A. Kosower et al., Phys. Rev. Lett. 102 (2009) 222001 [arXiv:0902.2760 [hep-ph]].

[67] R. K. Ellis, K. Melnikov and G. Zanderighi, Phys. Rev. D 80 (2009) 094002
[arXiv:0906.1445 [hep-ph]].

[68] C. F. Berger, Z. Bern, L. J. Dixon, F. Febres Cordero, D. Forde, T. Gleisberg, H. Ita and
D. A. Kosower et al., Phys. Rev. D 82 (2010) 074002 [arXiv:1004.1659 [hep-ph]].

[69] A. Bredenstein, A. Denner, S. Dittmaier and S. Pozzorini, JHEP 0808 (2008) 108
[arXiv:0807.1248 [hep-ph]].

[70] G. Bevilacqua, M. Czakon, C. G. Papadopoulos and M. Worek, Phys. Rev. D 84 (2011)
114017 [arXiv:1108.2851 [hep-ph]].

334



LC11 Proceedings - Nikolas Kauer Frascati Physics Series - Vol. LIV

[71] T. Binoth, N. Greiner, A. Guffanti, J. Reuter, J. P. Guillet and T. Reiter, Phys. Lett. B 685

(2010) 293 [arXiv:0910.4379 [hep-ph]]; N. Greiner, A. Guffanti, T. Reiter and J. Reuter,
Phys. Rev. Lett. 107 (2011) 102002 [arXiv:1105.3624 [hep-ph]].

[72] A. Denner, S. Dittmaier, S. Kallweit and S. Pozzorini, Phys. Rev. Lett. 106 (2011) 052001
[arXiv:1012.3975 [hep-ph]].

[73] T. Melia, K. Melnikov, R. Rontsch and G. Zanderighi, JHEP 1012 (2010) 053
[arXiv:1007.5313 [hep-ph]].

[74] T. Melia, K. Melnikov, R. Rontsch and G. Zanderighi, Phys. Rev. D 83 (2011) 114043
[arXiv:1104.2327 [hep-ph]].

[75] Z. Bern, G. Diana, L. J. Dixon, F. Febres Cordero, S. Hoeche, D. A. Kosower, H. Ita and
D. Maitre et al., arXiv:1112.3940 [hep-ph].

[76] G. Bevilacqua, M. Czakon, A. van Hameren, C. G. Papadopoulos and M. Worek, JHEP
1102 (2011) 083 [arXiv:1012.4230 [hep-ph]].

[77] V. S. Fadin, V. A. Khoze and A. D. Martin, Phys. Rev. D 49 (1994) 2247.

[78] R. Frederix, S. Frixione, K. Melnikov and G. Zanderighi, JHEP 1011 (2010) 050
[arXiv:1008.5313 [hep-ph]].

[79] C. F. Berger, Z. Bern, L. J. Dixon, F. Febres Cordero, D. Forde, T. Gleisberg, H. Ita and
D. A. Kosower et al., Phys. Rev. Lett. 106 (2011) 092001 [arXiv:1009.2338 [hep-ph]].

[80] H. Ita, Z. Bern, L. J. Dixon, F. F. Cordero, D. A. Kosower and D. Maitre, arXiv:1108.2229
[hep-ph].

[81] S. Becker, D. Goetz, C. Reuschle, C. Schwan and S. Weinzierl, Phys. Rev. Lett. 108 (2012)
032005 [arXiv:1111.1733 [hep-ph]].

[82] H. Ita and K. Ozeren, arXiv:1111.4193 [hep-ph].

335



Frascati Physics Series - Vol. LIV
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Abstract In this contribution we will give a brief overview of the progress that has been
achieved in the field of combining matrix elements and parton showers. We exemplify this by
focusing on the case of electron–positron collisions and by reporting on recent developments as
accomplished within the SHERPA event generation framework.

1 Monte Carlo event generation at a glance

Event generators are widely used to model the multi-hadron final states of high-energy particle
collisions. For a very comprehensive review, we refer the interested reader to Ref. [1]. The
underlying principle for organizing the computer simulation of events is factorization, i.e. to
factorize the evolution of each event into several phases ordered according to their energy
domains. We broadly distinguish two major phases governed by two different physics regimes:
we can apply short-distance/perturbative methods to describe the physics at the harder energy
scales while for the description of soft effects, we have to rely on phenomenological models

1Speaker
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Figure 1: The various phases of Monte Carlo event generation, illustrated for lepton–lepton
collisions. The outer, circular part visualizes the event evolution driven by non-perturbative
dynamics (depicted by the green blobs) while the inner part shows the phases related to short-
distance phenomena (depicted by the red and blue objects).

encoding our observations regarding the confinement of the collision products, a mechanism for
which a rigorous understanding has not been developed yet. The separation is mainly driven by
the nature of QCD where the strong coupling becomes small at large scales, such that the theory
becomes asymptotically free and can be formulated in terms of partons. Contrary at scales of
O(1) GeV, the coupling strength has increased substantially and non-perturbative dynamics
dictates the evolution of the events. An extremely important property of QCD is the formation
of jets, which manifest themselves as sprays of particles leaving localized energy deposits in the
detectors. Correspondingly, the phases of the event generation can also be described in terms
of jet production and (intra-jet) evolution, cf. e.g. Ref. [2].

Fig. 1 gives the details by showing not only the main but all phases, which we consider in
Monte Carlo event generation. The phases where physics can be mastered with perturbative
methods are visualized in the inner part of the figure. In blue we show the effects of initial-
state radiation off the incoming leptons, which commonly are encoded in an inclusive manner
by electron structure functions. The red objects visualize the hard interaction (shown by the
big red blob in the middle representing the process e−e+ → qq̄g) producing energetic parton
jets that give rise to subsequent QCD bremsstrahlung (shown by the branching pattern in
magenta). The physics of the hard process is best described by relying on exact matrix-element
expressions – with the current frontier given by n-leg tree-level (n ∼ 10) and QCD virtual
(n ∼ 5) amplitudes – whereas all bremsstrahlung effects are described by parton showering
based on matrix-element approximations that are correct in the singular phase-space regions of
QCD. The phases of non-perturbative dynamics are represented by the green-coloured blobs in
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the outer sphere of the figure. They depict the transition of the coloured partons into primary,
unstable hadrons and their subsequent decays into stable, detectable hadrons, which can be
described by phase-space or effective models. The parton–hadron conversion is “parametrized”
by hadronization models, such as the renowned models of Lund string fragmentation [3] or
cluster hadronization [4].

A full-fledged Monte Carlo event generator incorporates physics implementations accord-
ing to all phases of event evolution, from the evaluation of scattering matrix elements to the
description of hadron decays. The Monte Carlo approach is inherent to all phases: cross sec-
tions are physical objects and, hence, a probabilistic picture can be identified for each phase.
We can draw events from the resulting probability densities by generating random numbers.
PYTHIA [5], HERWIG [6, 7] and SHERPA [8, 9] are examples for (well) established event generators
in the LHC era. Common to them is the generation of hadron-level predictions, which can be
compared directly to experimental data, once the data are corrected for detector effects.

2 Parton shower basics and modern formalisms

The final states of the hard interactions often produce partons that are still sufficiently energetic
to induce further radiation, because there is enough time for them to interact perturbatively
before hadronization sets in. Owing to the singularity structure intrinsic to QCD, these emis-
sions preferably populate the collinear and soft regions of phase space, and very conveniently it
is in these limits that QCD amplitudes factorize. This can be taken further, i.e. be promoted
to a factorization at the cross-section level:

dσn+1 = dσn
αs(t)

2π

dt

t
dz Pa→bc(z) . (1)

Here αs, t ≡ p2
a and z respectively denote the strong coupling constant, the propagator and the

momentum-fraction variable used in the splitting process. The function Pa→bc(z) characterizes
the parton splitting a → bc (e.g. q → qg) in detail, encoding the functional dependence on z,
and possibly the splitting angle. For example, if one considers the leading collinear region, i.e.
small-angle radiation off outgoing partons, the Altarelli–Parisi (or DGLAP) splitting functions
are obtained; a nice introduction to the subject can be found in [10]. Eq. (1) expresses more
than factorization of the multi-parton cross section, it ultimately forms the basis for a recursive
definition of multiple emissions ordered in t. As a result collinear/soft partons can be added
in an iterative procedure, and we arrive at an emission pattern as shown in Fig. 1 where
the initially energetic qq̄g partonic ensemble has evolved down to a scale (magnitude of the
ordering variable t) of the order of t1/2 ∼ 1 GeV. This (i) regulates the (collinear) divergences
and (ii) sets a scale conveniently close to the onset of hadronization. Emissions below this cut-
off are said to be unresolvable. The iterative scheme ensures that all kinematically enhanced
contributions are taken into account, which from a more formal point of view means that the
leading logarithmic (LL) terms are summed up to all orders. The enhancements are manifest
in the intra-jet evolution and in the rapid particle multiplicity growth, both of which being well
described by the parton shower approximation.
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Figure 2: The zγ distribution as measured by ALEPH in hadronic Z0 decays at LEP1 [37] and
predicted by SHERPA’s QCD+QED CSSHOWER evolution added to e−e+ → qq̄ hard scatterings.

Over the last decade the activities in the field of parton shower modelling have been seen
to be intensified for several reasons; there was a push for designing new Monte Carlo programs
for the LHC era resulting in a careful revision of existing programs.2 There was also a strong
demand to adjust parton showers to work well with input from (multi-leg and loop) higher-
order matrix elements, and furthermore to interconnect them with models for multiple parton
interactions and the underlying event. These efforts led to a number of refinements in shower
algorithms and, moreover, the construction of new parton showers [14, 15, 16, 17, 18, 19, 20, 21,
22, 23, 24, 25, 26, 27, 28, 29]. We want to illustrate this very briefly by presenting two selected
results obtained from dipole-like shower schemes developed within the SHERPA collaboration.

2.1 Example – SHERPA’s CSSHOWER

The CSSHOWER was derived from the dipole subtraction formalism used in next-to-leading order
(NLO) calculations where CS stands for the names of the pioneers of this formalism, Catani and
Seymour. To construct the shower algorithm, in particular its corresponding splitting functions,
one exploits the dipole factorization of the real-emission matrix elements; the various CS dipole
functions are translated into shower kernels by working in 4 dimensions, the large NC limit,
and averaging over spins. This was originally described in [16] and worked out in detail, as
well as implemented, in Refs. [20, 21]; furthermore, dipole showers were verified to reproduce
the DGLAP equation [30, 31, 32]. The CSSHOWER entails nice properties such as its Lorentz-
invariant formulation, on-shell splitting kinematics with rather local recoil compensation by
spectator partons, exact/complete phase-space mapping of emissions and an inherent inclusion
of soft colour coherence. Nevertheless, for the production of vector bosons in hadronic collisions,
one (rather minor) shortcoming of the initially proposed NLO-like recoil strategy particularly

2The next-generation programs PYTHIA8 [11] and HERWIG++ [12, 13] emerged from this initiative.
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Figure 3: The all-particle one-minus-thrust event shapes in electron–positron annihilation at
LEP1 and TeV energies. The comparison is between analytical results at N3LL+NNLO and
NLL accuracy (black and green curves), and numerical results obtained from SHERPA’s colour
dipole model neglecting/including hadronization corrections (blue/red histograms).

was discussed in the literature [33]. Unlike in b-space exponentiation this recoil scheme does not
generate the vector boson pT spectra continuously through each emission, but finally resolutions
were put forward as in [34, 35, 36].

The CSSHOWER allows for the straightforward inclusion of QED effects; technically there is
almost no difference between a q → qγ and q → qg splitting apart from the spectator concept
(all oppositely charged particles in QED versus the colour-linked parton in large NC QCD). The
respective emission probabilities factorize trivially allowing a democratic treatment of photon
and QCD parton radiation. This has been discussed in [35]. As an example we show in Fig. 2
results of a crucial benchmark for the combined QCD+QED CSSHOWER model, which is to
reproduce the scale-dependent photon fragmentation function Dγ(zγ, ycut) as measured by the
ALEPH collaboration in hadronic Z0 decays at LEP1 [37]. The events are classified by n-jet
topologies and resolution measures ycut, and are required to have at least one reconstructed jet
containing a photon with energy fraction zγ > 0.7 and Eγ > 5 GeV. We observe a very nice
agreement between simulation and data.

2.2 Example – SHERPA’s dipole shower

While the CSSHOWER, incorporating 1 → 2 splittings, is said to be dipole-like owing to the
spectator involvement in constructing the splitting kinematics, the currently unreleased shower
model presented in [22] is based on exploiting the QCD property of antenna factorization in soft
gluon emissions. This enables a complete 2 → 3 treatment of the splitting process employing
2 → 3 splitting functions and 2 → 3 kinematics. The original idea goes back to the pioneering
work of Gustafson [38, 39] resulting in the release of the successful Ariadne program [40].

Although, as described in Ref. [22], the goal of unifying initial- and final-state radiation into
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a single perturbative framework was greatly achieved, here we only want to recall a nice re-
sult obtained during verification of the (Ariadne-like) final-state showering of SHERPA’s colour
dipole model. In Fig. 3 we display various predictions for the all-particle 1 − T distribution
in e+e− annihilation, where T denotes the event-shape variable thrust. By comparing directly
to theoretical results from analytic resummations at next-to-LL (NLL) level and beyond, we
obtain a stringent and unambiguous test of the resummation as encoded in the dipole shower
without the need for hadronization corrections.3 The pure shower results turn out to be signif-
icantly different from the NLL predictions (green curves), they actually are closer to the N3LL
resummed results [41], which were calculated using soft-collinear effective theory and matched
to NNLO predictions [42, 43]. This is a rather remarkable result for the dipole shower.

3 Higher precision for parton shower predictions

Traditionally it was PSs (parton showers) that were used to describe any additional jet activity,
including the production of further hard jets. The shower “seeds” are given by QCD LO
processes for a fixed final-state multiplicity. For these reasons, parton shower algorithms are
said to describe multi-jet production at the LO+LL level. But there are a number of limitations
to this description. Shower algorithms only represent the semi-classical picture of the entire
branching process: quantum interferences and multi-parton correlations are hardly taken into
account, and the whole evolution is only formulated in the limit of a large number of colours,
NC. The application of the shower approximations outside the singular regions of QCD leads
to uncontrolled behaviour and highly inaccurate predictions for rather energetic and/or large-
angle radiation; shower uncertainties can therefore get large, and in general they are not easy to
assess, which has the potential danger of partly compensating for missing perturbative effects
via the tuning of non-perturbative parameters.

It was clear, to systematically correct for these deficiencies, the shower generators had to
be improved by using more precise MEs (matrix elements). Motivated by the ground-breaking
advances in efficiently calculating multi-leg MEs at tree and, more recently, even loop level, the
theoretical effort in enhancing the accuracy of PSs has resulted in two new developments with
significant impact on doing collider phenomenology (cf. e.g. [44]): tree-level matrix elements
merged with parton showers (ME+PS), and NLO calculations interfaced (or matched) with
parton showers (NLO+PS). The former primarily originated from the Catani–Krauss–Kuhn–
Webber (CKKW) paper [45], with the innovative idea to correct the first few hardest shower
emissions by using exact tree-level matrix-element expressions. A vast body of literature has
appeared subsequently, advocating several variants, implementations and refinements to the
original method (see Refs. [46, 47, 1, 48] for a review). Well-known variants include CKKW [45,
49, 50], Lönnblad-CKKW [51, 52], Mangano’s MLM method [53, 54] and the versions of matrix-
element and truncated-shower merging (ME&TS) [55, 56], all producing so-called improved
LO+LL descriptions of multi-jet observables.

3Hadronization corrections are on the order of 1/Q (see Fig. 3), broaden all jets and shift the results towards
smaller T as seen by comparing the red and blue histograms.
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The NLO+PS development was initiated by the MC@NLO papers [57, 58] and followed later
by the POWHEG proposal [59, 60]. Both approaches aim at improving the event generation of
a basic process in such a way that NLO accuracy is reached for inclusive observables, while
maintaining the LL accuracy of the shower approach. Essentially, this is achieved by raising
the order of precision of the underlying core process. In the context of multi-jet production,
we then arrive at a description accurate at NLO+LL level (see Ref. [61, 48] for a very recent
review). In both cases, ME+PS and NLO+PS, we have to solve two major problems simply
because MEs and PSs can describe the same final state: the emission phase space has to be
covered in a way that double counting of contributions is removed and dead regions are avoided
at the same time.

The theoretical effort behind these two developments has led to enormous progress in the
last decade regarding the systematic embedding of higher-order QCD corrections in multi-
purpose Monte Carlo event generators. PYTHIA, HERWIG and SHERPA provide solutions (partly
relying on interfaces to specialized tools) and implementations to make these developments
available in experimental analyses and collider studies. Using the new tools, we have found
better agreement to a broad range of QCD jet data taken at lepton and hadron colliders. We
have gained better control over the systematic uncertainties of the generator predictions, and
generally have been able to reduce these uncertainties. In the remainder of this contribution,
we will quickly summarize the status of the ME+PS and NLO+PS techniques in SHERPA.

3.1 ME&TS in SHERPA

The ME&TS implementation in SHERPA is state-of-the-art. Predictions are obtained from merg-
ing tree-level matrix elements for X plus 0, . . . , n-parton final states with the CSSHOWER, while
preserving the LL accuracy to which soft and collinear multiple emissions are described by the
CSSHOWER. The new ME&TS merging scheme was introduced in Ref. [55] and optimized as
documented in Refs. [35, 36] to improve over the original SHERPA implementation based on
the CKKW approach [45, 49, 62, 63]. ME&TS guarantees great compatibility between the (Q)
scales used to resolve the matrix-element final states and those (t) scales ordering and driving
the parton showering. In particular, truncated showering has been enabled to insert important
soft emissions between resolved parton jet seeds. These shower emissions themselves do not
give rise to jets but are necessary to retain the accuracy of the shower evolution, for example
restore soft colour coherence. The very basic steps of the ME&TS algorithm are:

Separate phase space into a “hard” ME (Q > Qcut) and “soft” PS (Q < Qcut) domain
according to a suitably chosen infrared-safe jet criterion. This factorizes the shower kernels
similarly and regularizes the matrix elements. Via “inverted” showering one then finds the
likely PS histories for the generated n-parton MEs. Based on the selected history one further
evolves (using the t scales) the ME final state beyond n partons unless one encounters a shower
emission above Qcut resulting in the rejection of the event. This way one replaces the shower
kernels in the ME domain by exact ME expressions for the hardest n jets, and ensures that
rejected events are to be described by (n + 1)-parton MEs.

We exemplify the performance of SHERPA’s ME&TS merging by showing differential jet rates
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Figure 4: Differential Durham jet rates obtained from a SHERPA ME&TS sample where up
to 6 jets are described by MEs. Results are shown for 3 different choices of the merging-cut
parameter and compared to LEP1 data [64].

for e+e− annihilation into hadrons. The ME&TS sample was generated by including matrix
elements with up to four extra partons (u, d, s, c, b quarks and gluons). The yn n+1 distributions
show at which rate, according to the Durham kT algorithm, n+1 jets are clustered into n jets as
a function of (the resolution parameter) yn n+1 ≈ Q2

n n+1/s. The observable is very sensitive to
the jet emission pattern, therefore, lends itself eminently to assess the Qcut =

√
s ycut parameter

dependence of the ME&TS merging. Fig. 4 shows predictions for various Qcut, found to be in
good agreement with data from LEP1 (

√
s = 91.25 GeV) [64]. Owing to the ME inclusion the

high scales are well described, while it is very reassuring to see that the good shower behaviour is
maintained at medium scales. The low scales below the (marked) shower cut-off are affected by
hadronization effects and related parameter tuning (not optimized here). We therefore conclude
that the merging systematics is well below the 10% level, which is a remarkable improvement
over earlier merging variants.

3.2 POWHEG and MENLOPS in SHERPA

The first results of a NLO+PS effort in SHERPA were published in Ref. [65]. The implementation
has been based on the POWHEG formalism, which can be understood as an advancement of earlier
methods developed to correct the leading shower emission by the corresponding real-emission
ME [66, 67]. This was done by invoking the Sudakov veto algorithm with an additional weight
to be respected, schematically written as w(ΦR) = R(ΦR)/R(PS)(ΦR) where ΦR denotes the full
real-emission phase space and R (R(PS)) stands for the real-emission ME (shower) expression.
The POWHEG method reweights similarly, but at the same time accounts for a local K-factor
implemented through a NLO event weight B̄ = B + V + I +

∫
dΦR|B(R− S) where ΦR|B is the

one-particle emission phase space. This way one generates not only observable shapes showing
the Sudakov suppression and ME improvement at low and high scales, respectively, but also
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Figure 5: Differential Durham jet rates as predicted by SHERPA using three different matching
schemes, POWHEG, ME&TS (up to 5 jets) and MENLOPS (up to 5 jets). The predictions are
compared with LEP1 data measured by ALEPH in e+e− → hadrons [77].

NLO accuracy for the event sample, hence featuring a reduced scale dependence. The matching
is smooth in a sense that no phase-space cut is needed as in (conventional) ME+PS methods.

SHERPA possesses almost all ingredients that make a POWHEG automation possible: auto-
mated tree-level ME generators provide the Born (B) and real-emission (R) terms [68, 69], the
integrated and explicit subtraction terms (I and S) are given by the automated implementa-
tion of the CS dipole subtraction formalism [70] and the virtual contributions (V ) are obtained
via interfacing to one-loop ME libraries as facilitated e.g. by BlackHat [71], GoSam [72] or
MCfm [73] using the Binoth Les Houches Accord [74]. Last but not least the CSSHOWER is well
suited for combination with the ME computations; its R(PS)(ΦR) often closely approximate the
R(ΦR) resulting in a very reasonable distribution of the w(ΦR) weights.

With the ME+PS facilities in SHERPA at hand, it suggests itself to aim at fusing the POWHEG

and ME+PS approaches. This effort goes under the name MENLOPS, and its key idea is to slice
the POWHEG phase space in ME+PS style into two domains, the NLO core process domain and
the multi-jet domain. MENLOPS has been developed very recently by two groups as documented
in Ref. [75] and Ref. [76]. The method exhibits what is cutting edge in combining higher-order
calculations with PSs. To understand the slicing into domains, we schematically write down
the expression for an observable 〈O〉 in the MENLOPS scheme:

〈O〉 =
∫

dΦB B̄(ΦB)

 ∆(ME)(t0, µ
2) O(ΦB)︸ ︷︷ ︸

unresolved

+
∑
ij,k

1

16π2

µ2∫
t0

dt

z+∫
z−

dz

2π∫
0

dφ

2π

Rij,k(ΦR)

B(ΦB)
O(ΦR)

×
(

∆(ME)(t, µ2) Θ(Qcut −Qij,k)︸ ︷︷ ︸
resolved, PS domain

+ ∆(PS)(t, µ2) Θ(Qij,k −Qcut)︸ ︷︷ ︸
resolved, ME domain

)  (2)
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Figure 6: Parameter dependence of the total inclusive cross section as predicted by ME&TS
and MENLOPS in SHERPA for e+e− → jets at LEP1. The cross sections are shown as a function
of Nmax for 3 different values of the merging cut. Note that the ME&TS and MENLOPS results
are normalized to the LO and NLO cross sections, respectively. Nmax denotes up to which
multiplicity (n + 2)-parton MEs are taken into account.

where ΦB, µ2 and t0 denote the Born phase space, factorization/high scale and infrared cut-off,
respectively. The one-particle emission phase space ΦR|B is written explicitly, the sum is over
the relevant CS dipoles, and the POWHEG and CSSHOWER Sudakov form factors (no-branching
probabilities), ∆(ME) and ∆(PS), differ from each other by using the R/B and CSSHOWER kernels,
respectively. The domains can be read off Eq. (2) pretty conveniently. The PS (or POWHEG)
domain is restricted to no resolved and soft emissions (Q < Qcut) preserving the NLO accuracy
for inclusive observables. The hard (higher-order) emissions (Q > Qcut) are described by the
ME (or ME+PS) domain guaranteeing the LO+LL accuracy of each resolved jet emission. Note
that before fusing the contributions, the ME+PS part has to be multiplied by the K-factor
B̄(ΦB)/B(ΦB), as shown in Eq. (2). In SHERPA this K-factor is applied locally, i.e. on an
event-by-event basis.

MENLOPS hence inherits the good features of NLO+PS and ME+PS, which we demonstrate
in Figs. 5 and 6.4 The differential jet rates for e+e− → hadrons in Fig. 5 prove that the shapes of
MENLOPS and ME&TS essentially are identical, and in very good agreement with the data [77]
over the entire perturbative regime (which is to the left in these plots). In contrast the POWHEG

predictions fall short in describing the region of hard multiple jets. We display in Fig. 6 the
parameter dependence of the MENLOPS and ME&TS total inclusive cross sections to show
that NLO accuracy for the core process leads to a NLO-like correction and stabilization of the
MENLOPS cross sections. In the POWHEG case (Qcut → ∞) we were to find that the term in
the square bracket of Eq. (2) would integrate to one, much like as in the pure parton shower
case. The phase-space slicing in ME+PS and in MENLOPS necessarily generates a mismatch
in the non-logarithmic structure as given by the bracket term resulting in deviations from the

4The NLO predictions shown in these plots were obtained by using virtual MEs provided by BlackHat [71].
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LO (ME+PS) and NLO (MENLOPS) cross sections.5 As shown in Fig. 6, the parameter de-
pendence of the MENLOPS cross section is smaller maintaining the NLO accuracy almost com-
pletely. This is where MENLOPS improves over ME+PS.

4 Conclusions and outlook

Parton showers have been continuously improved and modernized over the last years. The
demand for improvement has come from measurements reaching (for) higher precision at current
hadron and future linear colliders. The feasibility to aim at improvement came with the fantastic
advances in efficiently computing multi-leg tree-level and one-loop amplitudes, including their
integration over phase space. Two directions have been established for systematically enhancing
the capabilities of parton showers:

1. Parton showers are improved by merging them with real-emission matrix elements for
hard radiation (ME+PS). This is the new standard in the LHC era. Alpgen [78],
MadGraph/Event [79, 80] and SHERPA are widely used. The new ME+PS scheme
in SHERPA, ME&TS (available since versions 1.2), greatly helped reduce the systematic
uncertainties of older SHERPA predictions. When compared to data, ME+PS predictions
describe plenty of the measured shapes enabling the application of global K-factors that
can be determined by higher-order calculations of the total inclusive cross section or the
measurements themselves.

2. Parton showers are improved by matching them with NLO calculations (NLO+PS).
POWHEG [81, 82, 83] and MC@NLO [84, 85, 86] have a number of processes available.6

For the latter, aMC@NLO [93, 94], the new, automated MC@NLO framework developed
by Frixione et al. in principle allows for tackling arbitrary processes provided the nec-
essary amount of computer resources is available. SHERPA’s NLO+PS effort has been
re-directed towards a MC@NLO-like strategy for many reasons; after gaining experience
using a POWHEG-like method [65, 76], it became clear that among other things a MC@NLO-
like technique allows for much better control of the exponentiated terms, cf. [95, 96].

Both directions are very active fields of research, and MENLOPS actually emerged as a first
successful attempt in fusing NLO calculations with tree-level higher-order matrix elements.
While MC@NLO and POWHEG give shower predictions of improved accuracy in the basic pro-
cess, MENLOPS and ME+PS give improved multi-jet predictions. MENLOPS capabilities are
enhanced over ME+PS regarding stability and accuracy of the total inclusive cross section.

The frontier has been pushed as documented by many recent publications [97, 98, 99, 100,
101, 102, 103, 96, 104]; for example, NLO+PS techniques were applied to calculate W + 2 and
W + 3 jets. The former result was computed by aMC@NLO [103], while the latter result is a

5The “unitarity violations” indicate the potential size of beyond NLO corrections; note that the pure POWHEG

phase-space slicing effect is shown for Nmax = 1.
6Similar/Alternative approaches have been presented by other groups, e.g. [87, 19, 88, 89, 25, 90, 91, 92].
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documentation of the remarkable capabilities of the MC@NLO implementation that has become
available in SHERPA lately [96], provided efficient “one-loop engines” like BlackHat are inter-
faced as done in this W + 3-jet SHERPA computation.

The above examples clearly demonstrate that NLO+PS for multi-jet final states is no magic
anymore, it is doable owing to the advances in NLO calculations in the multi-jet realm. This
actually brings ME+PS@NLO within reach. First proposals have already appeared in the
literature [105]. The naive combination in form of NLO Exclusive Sums discussed for W +
0, . . . , 4 jets in [48] has been shown to work surprisingly well. To go towards ME+PS@NLO, it
will be necessary to replace each naive Exclusive-Sums jet veto at the respective NLO accuracy
by a jet veto at least accurate at O(αm+1

s ) where m is the highest LO jet multiplicity (i.e. m = 4
in the above example).

No matter which of these methods is finally used for phenomenological studies, in all cases
it is absolutely crucial to be able to provide reliable estimates of the theoretical uncertainties of
the calculations. Comparisons between N(N)LO, NLO+PS, ME+PS, MENLOPS are mandatory
to broaden our understanding regarding these issues [48].
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[96] S. Höche, F. Krauss, M. Schönherr and F. Siegert, arXiv:1201.5882 [hep-ph].

[97] S. Alioli, K. Hamilton, P. Nason, C. Oleari and E. Re, JHEP 1104 (2011) 081
[arXiv:1012.3380 [hep-ph]].

353



LC11 Proceedings - Jan Winter Frascati Physics Series - Vol. LIV

[98] T. Melia, P. Nason, R. Rontsch and G. Zanderighi, Eur. Phys. J. C 71 (2011) 1670
[arXiv:1102.4846 [hep-ph]].

[99] C. Oleari and L. Reina, JHEP 1108 (2011) 061 [Erratum-ibid. 1111 (2011) 040]
[arXiv:1105.4488 [hep-ph]].

[100] L. D’Errico and P. Richardson, JHEP 1202 (2012) 130 [arXiv:1106.3939 [hep-ph]].

[101] R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, R. Pittau and P. Torrielli, JHEP 1109
(2011) 061 [arXiv:1106.6019 [hep-ph]].

[102] M. V. Garzelli, A. Kardos, C. G. Papadopoulos and Z. Trocsanyi, Europhys. Lett. 96
(2011) 11001 [arXiv:1108.0387 [hep-ph]].

[103] R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, R. Pittau and P. Torrielli, JHEP 1202
(2012) 048 [arXiv:1110.5502 [hep-ph]].

[104] J. M. Campbell, R. K. Ellis, R. Frederix, P. Nason, C. Oleari and C. Williams,
arXiv:1202.5475 [hep-ph].
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Abstract In this talk we report on the recent progresses on IR logarithms resummation for the
Thrust distribution in e+e− collisions. Using renormalisation group (RG) evolution in Laplace
space, the resummation of logarithmically enhanced corrections is performed to next-to-next-
to-leading logarithmic (NNLL) accuracy. To combine the resummed expressions with the fixed-
order results, we derive the log(R)-matching and R-matching of the NNLL approximation to
the fixed-order NNLO distribution.

1 Introduction

Event-shapes are observables which measure the geometrical properties of energy-momentum
flow in a hadronic final state. They have been precisely measured over a broad range in
energies at electron-positron colliders. The event-shape distributions allow for a detailed probe
of the dynamics of QCD and especially for a precise determination of the strong coupling
constant αs. Owing to their infrared and collinear safety, they can be computed systematically
in perturbation theory. The fixed-order description, based on a power series expansion of the
distribution in the strong coupling constant, is reliable over most of the kinematical range of
the event-shape. In the dijet limit, which is attained for the thrust variable [1] as T → 1, the
convergence of the fixed-order expansion is spoilt by large logarithmic terms log(1−T ) at each
order in the strong coupling constant, thus it necessitates a resummed description. During LEP
times, precision studies of a standard set of six event-shapes were based on the combination
of fixed-order NLO calculations [2–9] with NLL resummation [10–12]. To avoid the double
counting of terms, both expansions need to be matched to each other according to matching
procedures such as the R and log(R) schemes [13]. In the recent past, substantial progress

1Speaker
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was made both on the fixed-order and the resummed description of event-shapes. Following
the development of new methods for calculations of QCD jet observables at NNLO [14], the
NNLO corrections to e+e− → 3 jets and related event-shape observables were computed [15–
20]. More recently, in the context of Soft-Collinear-Effective-Theory, the N2LL resummation
for thrust [23, 24] and the heavy jet mass [25] has been performed and applied for a precise
determination of αs, and the framework for the resummation of the jet broadening distributions
has been outlined [26,27]. In these calculations, the O(α2

s) soft corrections were determined only
up to a constant term by exploiting the renormalisation group invariance of the cross section.
Such term is also needed to unambiguously match the resummed distribution to the NNLO
result in the R scheme. In this talk we report on the direct computation of these corrections
and we provide a new resummed formula. Finally we match the latter to the existing NNLO
prediction comparing two different matching schemes.

2 Fixed-order and resummed distributions

The differential thrust distribution in perturbation theory is numerically known at NNLO [16,
19]. At a centre-of-mass energy Q and for a renormalisation scale µ it reads

1

σ

dσ

dτ
(τ,Q) = ᾱs(µ)

dA

dτ
(τ) + ᾱ2

s(µ)
dB

dτ
(τ, xµ)

+ ᾱ3
s(µ)

dC

dτ
(τ, xµ) +O(ᾱ4

s) , (1)

where we defined

ᾱs =
αs

2π
, xµ =

µ

Q
, (2)

and where σ is the total perturbative hadronic cross-section for e+e− → hadrons. The explicit
dependence on the renormalisation scale is given by

dB

dτ
(τ, xµ) =

dB

dτ
(τ) + 2β0 log(x2µ)

dA

dτ
(τ), (3)

dC

dτ
(τ, xµ) =

dC

dτ
(τ) + 2 log(x2µ)

(
2β0

dB

dτ
(τ)

+ 2β1
dA

dτ
(τ)
)
+
(
2β0 log(x2µ)

)2 dA
dτ

(τ). (4)
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The QCD β-function is defined by the renormalisation group equation for the QCD coupling
constant

dαs(µ)

d log µ2
= −αs(µ)

(
αs(µ)

π
β0 +

α2
s(µ)

π2
β1 + . . .

)
. (5)

The normalised thrust cross-section is then defined as

RT (τ) ≡
1

σ

∫ 1

0

dσ (τ ′, Q)

dτ ′
Θ(τ − τ ′)dτ ′, (6)

where σ is the total cross section for e+e− → hadrons. In the two-jet region the fixed-order
thrust distribution is enhanced by large infrared logarithms which spoil the convergence of the
perturbative series. The convergence can be restored by resumming the logarithms to all orders
in the coupling constant. The matched cross section can in general be written as

RT (τ) = C(αs)Σ(τ, αs) +D(τ, αs), (7)

where

C(αs) = 1 +
∞∑

k=1

Ckᾱ
k
s , (8)

log Σ(τ, αs) =
∞∑

n=1

n+1∑

m=1

Gnmᾱs
nLm

= Lg1(αsL) + g2(αsL) +
αs

π
β0g3(αsL) + . . . (9)

where L ≡ log(1/τ). The function g1 encodes all the leading logarithms, the function g2 resums
all next-to-leading logarithms and so on. The constant terms Ci are required to achieve a full
N1+iLL accuracy. D(τ, αs) is a remainder function that vanishes order-by-order in perturbation
theory in the dijet limit τ → 0.

In view of matching the NNLL resummed distribution to the NNLO fixed order prediction
using the R-matching scheme, we need to include the logarithmically subleading terms C2, C3

and G31 in the expansions (8),(9).
The resummation of the thrust distribution beyond NLL was first achieved in [23] using an

effective-theory approach and revisited in [28], where the full analytic expressions for the O(ᾱ2
s)

constant term C2 and the coefficient G31 were also obtained. The O(ᾱ3
s) constant term C3 is

currently unknown, and a numerical estimate is given in [28] together with the full analytic
expressions of the functions gi(αsL).
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2.1 Factorisation and Resummation

Factorisation properties of event-shapes have been widely studied in the literature [33–35].
Referring to Fig. 1 we recast the cross section (6) as

RT (τ) = H

(
Q

µ
, αs(µ)

)∫
dk2dk̄2J

(
k

µ
, αs(µ)

)
J̄

(
k̄

µ
, αs(µ)

)

×

∫
dwS

(
w

µ
, αs(µ)

)
Θ(Q2τ − k̄2 − k2 − wQ) +O(τ), (10)

where we neglected terms of order O(τ) which are absorbed in the remainder function D(τ, αs).
We use the integral representation of the Θ-function

Θ(Q2τ − k̄2 − k2 − wQ) =
1

2πi

∫

C

dν

ν
eντQ

2

e−νk2e−νk̄2e−νwQ, (11)

and the Laplace transform to recast Eq. (10) as

RT (τ) =H

(
Q

µ
, αs(µ)

)
1

2πi

∫

C

dN

N
eτN J̃2

(√
N0

N

Q

µ
, αs(µ)

)
S̃

(
N0

N

Q

µ
, αs(µ)

)
(12)

where we set N = νQ2 and N0 = e−γE . The soft subprocess S̃ (N0/NQ/µ, αs(µ)) describes the

H H

Jn

Jn̄

S

Figure 1: Leading regions in dijet factorisation.

interaction between the two jets of hard collinear particles through soft gluon exchange. It can
be therefore defined in a gauge invariant way as a correlator of Wilson lines

S̃

(
N0

N

Q

µ
, αs(µ)

)
=

Q

Nc

∫
dτse

−τsN
∑

keik

〈0|W †
n̄(0)W

†
n(0)|keik〉Jcut(τsQ)〈keik|Wn(0)Wn̄(0)|0〉,

(13)
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where we defined τs = w/Q. Wn and Wn̄ are Wilson lines

Wn(y) = Pexp

(
ig

∫ ∞

0

ds n · A(ns+ y)

)
, (14)

describing the eikonal interaction of soft gluons with the fast moving quarks along the light-like
directions nµ and n̄µ respectively. A(ns + y) in eq. (14) denotes the gluon field in QCD. The
sum runs over the final states |keik〉 involving k soft particles whose phase space is constrained
according to the thrust trigger function Jcut(τQ

2). Both soft and soft-collinear contributions
are encoded into the soft subprocess. The two-loop expression was computed analytically
in [28] by performing direct phase-space cuts. The results are in agreement with those pre-
sented in [31, 32]. The collinear subprocess J (J̄ ) describes the decay of the jet-initiating
hard quark (antiquark) into a jet of collinear particles moving along the nµ (n̄µ) direction. It
is therefore an inclusive quantity which can be found in many other relevant QCD processes
such as deep inelastic scattering and heavy quarks decay [21, 29, 36]. The short-distance hard
function H (Q/µ, αs(µ)) = |H (Q/µ, αs(µ)) |

2 takes into account the hard virtual corrections to
the quark-antiquark production subprocess. It is free of large logarithms and it can be gener-
ally defined such that Eq. (10) reproduces the fixed-order cross section up to power suppressed
terms.
Using the Renormalisation Group evolution of the soft and collinear subprocesses [28, 29, 36],
we can recast eq. (12) as

RT (τ) =H

(
Q

µ
, αs(µ)

)
1

2πi

∫

C

dN

N
eτN J̃2

(
1, αs(

√
N0

N
Q)

)
S̃

(
1, αs(

N0Q

N
)

)
×

exp

{
− 2

∫ 1

N0

N

du

u

[∫ uQ2

u2Q2

dk2

k2
A(αs(k

2)) + B(αs(uQ
2))

]}
, (15)

where the two coefficients A(αs) and B(αs) can be computed in perturbation theory. The
coefficient A(αs) reads

A(αs) = Γcusp(αs)− β(αs)
∂Γsoft(αs)

∂αs

,

(16)

where Γcusp(αs) and Γsoft(αs) are the cusp and the soft anomalous dimensions respectively. The
former, together with the coefficient B(αs) can be extracted from the asymptotic limit of the
Pqq(αs, z) splitting function [30,37] as z → 1

Pqq(αs, z) → 2
Γcusp(αs)

(1− z)+
+ 2B(αs)δ(1− z) + ... (17)
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The integration countour in eq. (15) runs parallel to the imaginary axis on the right of all
singularities of the integrand. From eq. (15) we see that the u-integral in the exponent is
regularised by the lower bound N0

N
. Such a bound acts as an infrared regulator which prevents

the strong coupling constant from being evaluated at non-perturbative scales (≤ ΛQCD). Then,
the contour in eq. (15) should be set away from all the singularities (in particular from the
Landau pole). Nevertheless, for resummation purposes we can set the contour on the left of
the Landau singularity since it would contribute with a non-logarithmic effect suppressed with
some negative power of the center-of-mass energy scale. The inversion of the Laplace transform
can be performed analytically by using the residue theorem as shown in [10,28] and results in

RT (τ) =

(
1 +

∞∑

k=1

Ck

(
αs

2π

)k)
exp

[
log

1

τ
g1(λ) + g2(λ) +

αs

π
β0g3(λ) +

(αs

2π

)3
G31 log

1

τ

]
, (18)

where

g1(λ) = f1(λ),

g2(λ) = f2(λ)− log Γ(1− f1(λ)− λf ′
1(λ)),

g3(λ) = f3(λ) +

(
f ′
1 +

1

2
λf ′′

1 (λ)

)(
ψ(0)(1− γ(λ))2 − ψ(1)(1− γ(λ))

)
+ f ′

2(λ)ψ
(0)(1− γ(λ))

+ CF/β0
(
γE (3/2− γE)− π2/6

)
. (19)

The functions fi(λ) as well as the constants C1, C2 and G31 are defined in [28], while the C3

constant term is still analytically unknown. We fit the latter numerically using the fixed order
Monte Carlo parton-level generator EERAD3. The fit is performed by subtracting the O(α3

s)
logarithmic structure from the fixed-order result and taking (numerically) the asymptotic limit
τ → 0.
EERAD3 is run with a technical cutoff y0 = 10−5 which affects the thrust distribution below
τ0 ∼

√
y0. This forbids us from probing the far infrared region and we perform the fit for values

of τ larger than τ0. Numerical fixed order results are obtained with 6×107 points for the leading
colour contribution and 107 points for the subleading colour structures. Because of the presence
of large fluctuations in the Monte Carlo results, each color contribution is fitted separately over
an interval where the distribution is stable and the different results are combined to find the
numerical value of C3. As an alternative approach we first sum up all the color contributions
and then fit C3. We consider the difference between the two approaches as a systematic error
and as final result we obtain

C3 = −1050± 180(stat.)± 500(syst.) . (20)

362



LC11 Proceeedings - Pier Francesco Monni Frascati Physics Series - Vol. LIV

0

0.1

0.2

0.3

0.4

0.5

0 0.1 0.2 0.3 0.4(1
-T

) 
1/

σ 
dσ

/d
 T C3 = -1500

C3 = -1000
C3 = -500

R-matching at NNLL+NNLO

C3 - dependence

-0.0025

-0.0015

-0.0005

0.0005

0.0015

0.0025

0 0.1 0.2 0.3 0.4

1-T

RC3=-500  - RC3=-1000

RC3=-1500 - RC3=-1000

Figure 2: Impact of C3 variation

Considering that there is no statistical corre-
lation between different bin errors, as a dif-
ferent possible estimate of the systematic un-
certainty due to the sizeable fluctuation, we
varied the fit range observing that it does not
alter the result in any significant way outside
the quoted systematic error margins. In Fig. 2
we vary the value of C3 within its error band
and we study its impact on the distribution.
We observe that the numerical impact of C3

on the distributions is less than 1.5h and it is
therefore completely negligible compared the
other theoretical uncertainties such that the
large relative error range is tolerable for all
practical purposes.

2.2 Matching to fixed-order and numerical results

In this section we match the obtained resummed distribution (18) to the NNLO fixed order
prediction. The matching formalism must avoid double counting and allow to access theoretical
uncertainties. We compare the R-matching and log(R)-matching schemes described in [13].

In Fig. 3 we compare the differential cross section of the new matched NNLL+NNLO results
with the old NLL+NNLO derived in [41]. The correction due to the resummation is sizable,
leading to a 8% increase of the distribution around the peak region. The effect of the additional
resummed subleading logarithms becomes progressively less important towards the multijet
region, where the increase is nevertheless of about 5%. It is interesting to note that the
matching of NNLO with NNLL resummation shifts the pure NNLO result also in the multijet
region (Fig. 4). This was not the case for NLL+NNLO, for which the impact of resummation
in the region of large τ was negligible. This is another sign of the importance of the NNLL
contribution.
The renormalisation scale dependence, which was observed to increase from pure NNLO to
NLL+NNLO [41, 44] because of a mismatch in the cancellation of renormalisation scale loga-
rithms, is obtained by varying 0.5 < xµ < 2. It decreases at NNLL+NNLO by 20% in the peak
region compared to NLL+NNLO. The magnitude of the scale uncertainty varies between 4%
in the 3-jet region and 5% around the peak. In Fig. 5 we compare the R-matching and the
log(R)-matching scheme predictions at NNLL+NNLO. The difference between the two match-
ing prescriptions is tiny and lies well below the scale uncertainty. This implies a very good
stability of the theoretical predictions under variation of the matching scheme.
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One further source of arbitrariness is the choice of the logarithms to be resummed. In
fact, it is not clear whether powers of αs log(1/τ) or powers of e.g. αs log(2/τ) have to be
resummed. The origin of this arbitrariness has to do with how much of the non-logarithmic
part of the fixed-order prediction is exponentiated together with the logarithms. We can express
this arbitrariness by introducing a new parameter xL, which rescales the logarithms as [13]:
L → L̂ = log (1/(xLτ)).

We can estimate the related uncertainty by varying the parameter xL. In Ref. [13] several
prescriptions are given on how to set the correct variation range for xL for different observables.
For the sake of simplicity and since we are not performing a fit of the strong coupling constant,
we choose to vary xL within the canonical interval 0.5 < xL < 2, similarly to what is chosen
to quantify the renormalisation scale uncertainty. This choice is also close to the nominal
range of variation proposed in [13]. The impact of this variation is shown in Fig. 6. The
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Figure 3: Comparison of the Thrust distributions with NNLL+NNLO and NLL+NNLO ac-
curacy. The plot on the top shows the two distributions, with the uncertainty band due to
scale dependence. The curve in the middle shows the difference between NNLL+NNLO and
NLL+NNLO normalised to the NLL+NNLO curve. The impact of the resummation at NNLL
is an increase in the distribution of order 5-8%. The lowest plot shows the absolute scale
dependence of the two curves.
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left plots show a comparison of the xL-dependence between NLL+NNLO and NNLL+NNLO
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Figure 4: Comparison of the Thrust
distribution at NNLO with the matched
NNLL+NNLO predictions. The contribu-
tion of NNLL resummation is sizable over the
full thrust range.
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Figure 6: Dependence on the resummed logarithms, determined by varying the parameter xL.
The left plot shows the change in the xL dependence between NLL+NNLO and NNLL+NNLO.
The upper plot shows the distributions with the corresponding uncertainty band, in the lower
plot we compare only the uncertainties. In the right plot the xL dependence using the two
different matching schemes is shown.
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predictions. The lower plot allows to quantify the reduction of the uncertainty due to a variation
xL. Apart from the far infrared region, it is observed to decrease by 50% in the peak region. The
scale-dependence reduction is smaller towards the multijet region, where the contribution of
the logarithmic part becomes less important. The resummation uncertainty at NNLL+NNLO
varies between 2% and 3%. In the right plot the same comparison is made at NNLL+NNLO
using the R-matching and log(R)-matching schemes. We observe a similar xL-dependence in
both schemes.
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Figure 7: Theoretical prediction with
(blue) and without (red) power corrections
compared to ALEPH data. The non-
perturbative parameter α0 as well as the
strong coupling constant αs are fitted to ex-
perimental data.
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Figure 8: Comparison of the perturbative
(red) and power-corrected (blue) distribu-
tions at a center of mass energy of 500 GeV.
The plot shows how much hadronisation cor-
rections get suppressed at typical future lin-
ear collider energies.

3 Outlook

The recent results on event-shape resummation improve the description of existing experimen-
tal data. In view of future work at high energy linear colliders and precise determinations of
the strong coupling constant, N2LL predictions for the remaining Event-Shape observables are
necessary. Moreover, an additional source of uncertainty is due to power-behaving hadroni-
sation corrections which get large in the dijet region. Currently there is no deep theoretical
understanding of such corrections which constitute an important source of theoretical error.
In the past, these were often computed using leading-logarithmic parton shower Monte Carlo
programs, which turned out to be clearly insufficient [44] in view of the precision now at-
tained by the perturbative description. Systematic approaches to hadronization within the
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dispersive model [40, 47] or by using the shape function formalism [24, 46] are offering a more
reliable description. Such corrections are quite sizeable at LEP energies (Fig. 7) while they
are highly suppressed at future linear colliders energies (Fig. 8). In Fig. 7 we show what
the power-corrected distribution looks like when compared to the pure perturbative answer.
Non-perturbative corrections are computed with a dispersive model [47] and both the mean
effective coupling α0 and the strong coupling αs are obtained by performing a simultaneous
fit using ALEPH data at Q = 91.2 GeV. Such a fit is purely qualitative since the correlation
matrix is degenerate when only one data set is used. To perform a meaningful fit, experimental
data over a broader range of energies have to be included. We will address this issue in a future
publication.
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Abstract In this contribution I will summarize the main achievements of the statistical hadroniza-
tion model in e+e−collisions.

1 Introduction

The idea of applying statistical concepts to the problem of multi-particle production in high
energy collisions dates back to a work of Fermi [1] in 1950, who assumed that particles originated
from an excited region evenly occupying all available phase space states. This was one of
Fermi’s favorite ideas and soon led to an intense effort in trying to work out the predictions of
inclusive particle rates calculating, analytically and numerically, the involved multidimensional
phase-space integrals. When it became clear that the (quasi) isotropic particle emission in the
center-of-mass frame predicted by Fermi’s model was ruled out by the data, an amendment was
put forward by Hagedorn [2] in the ’60s, who postulated the existence of two hadron emitting
sources flying apart longitudinally in the center-of-mass frame of a pp collision. Thereby, one
could explain the striking difference between spectra in transverse and longitudinal momentum.
Hagedorn was also able to explain the almost universal slope of pT spectra in his renowned
statistical bootstrap model, assuming that resonances are made of hadrons and resonances in
turn.

After QCD turned up, many phenomenological models of strong interactions were no longer
pursued and the statistical model was no exception. The resurgence of interest in these ideas
came about when it was argued that a completely equilibrated hadron gas would be a clear
signature of the formation of a transient Quark-Gluon Plasma (QGP) in heavy ion collisions
at high energy. While it has been indeed confirmed that an (almost) fully equilibrated hadron
gas has been produced in those collisions, the interest in this model was also revived by the
unexpected observation that it is able to accurately reproduce particle multiplicities in elemen-
tary collisions [3]. Naively, one did not expect a statistical approach to work in an environment
where the number of particles is O(10) because it was a belief of many that a hadronic thermal-
ization process would take a long time if driven by hadronic collisions. Apparently this is not
the case and one of the burning questions, which is still waiting a generally accepted answer,
is why a supposedly non-thermal system exhibits a striking thermal behavior.
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Figure 1: High energy collisions are assumed to give rise to multiple clusters at the hadroniza-
tion stage [top]. Each cluster [bottom] is a colorless extended massive object endowed with
abelian charges (electric, strange, baryonic etc.), intrinsic angular momentum and other quan-
tum numbers such as parity, C-parity and isospin.

2 The model

The Statistical Hadronization Model (SHM) must be considered as an effective model describing
the process of hadron formation in high energy collisions at energy (or distance) scales where
perturbative QCD is no longer applicable. A high energy collision is thought of as a complex
dynamical process, governed by QCD, which eventually gives rise to the formation of extended
massive colorless objects defined as clusters or fireballs (see Fig. 1). While the multiplicity,
masses, momenta and charges of these objects are determined by this complex dynamical
process, the SHM postulates that hadrons are formed from the decay of each cluster in a
purely statistical fashion, that is:

Every multihadronic state localized within the cluster and compatible with conserva-
tion laws is equally likely.
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This is the urprinzip of the SHM. The assumption of the eventual formation of massive
colorless clusters is common for many hadronization models (e.g. the cluster model implemented
in the Monte-Carlo code HERWIG [4]) based on the property of color preconfinement exhibited
by perturbative QCD. The distinctive feature of the SHM is that clusters have a finite spacial
size. This aspect of clusters as a relativistic massive extended objects coincides with that of a
bag in the MIT bag model [5]. Indeed, the SHM can be considered as an effective model to
calculate bag decays.

The requirement of finite spacial extension is crucial. If the SHM is to be an effective
representation of the QCD-driven dynamical hadronization process, this characteristic must
be ultimately related to the QCD fundamental scale ΛQCD. As we will see, the universal soft
scale shows up in the approximately constant energy density at hadronization; in other words,
the volume of clusters is in a constant ratio with their mass when hadronization takes place.
It is also worth stressing here that there is clear, independent evidence of the finite size of
hadronic sources in high energy collisions. Quantum interference effects in the production of
identical particles, the so-called Bose-Einstein correlations or Hanbury Brown-Twiss second-
order interference, is by now a firmly established phenomenon. This effect would simply be
impossible without a finite volume.

3 Results in high energy collisions

Each individual cluster produced in a high energy collision (shown in Fig. 1), should be
hadronized so as to fulfill conservation laws for each cluster. In a statistical mechanical lan-
guage, this implies that averages are to be calculated within the microcanonical ensemble.
However, this is very difficult, and if one is interested in more inclusive quantities involving all
clusters, simplifying assumptions can be introduced (see ref. [3]).

In the multi-cluster averaging process, it can be shown that suitable assumptions reduce
the calculation of inclusive multiplicities of particle species to those produced by one global
cluster having as volume the sum of volumes of single clusters. This global cluster generally
turns out to be large enough in mass and volume so that the canonical ensemble becomes
a good approximation of the more fundamental microcanonical ensemble; in other words, a
temperature can be introduced which replaces the a priori more fundamental description in
terms of energy density. This “global” temperature closely mirrors the value of energy density
at which clusters hadronize.

In this approach, the primary multiplicity of each hadron species j is given by [6]:

〈nj〉primary =
V T (2Sj + 1)

2π2

∞∑
n=1

γNsn
S (∓1)n+1 m2

j

n
K2

(
nmj

T

)
Z(Q− nqj)

Z(Q)
(1)

where V is the (mean) volume and T the temperature of the equivalent global cluster. Here
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Z(Q) is the canonical partition function depending on the initial abelian charges Q = (Q, N, S, C,B),
i.e., electric charge, baryon number, strangeness, charm and beauty, respectively; mj and Sj

are the mass and the spin of the hadron j, qj = (Qj, Nj, Sj, Cj, Bj) its corresponding charges;
the upper sign applies to bosons and the lower sign to fermions. The parameter γS in (1)
is an extra phenomenological factor implementing an ad hoc suppression of hadrons with Ns

strange valence quarks with respect to the equilibrium value. This parameter is outside a pure
thermodynamical framework and it is needed to reproduce the data, as we will see.
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Figure 2: Upper panel: measured vs theoretical multiplicities of light-flavoured hadrons in
e+e−collisions at

√
s = 91.25 GeV. Lower panel: fit residuals (from ref. [7]).

The light-flavoured multiplicities in e+e−show a very good agreement with the predictions of
the model, as it shown in Fig. 2: the temperature value is about 160 MeV and the strangeness
undersaturation parameter γS ∼ 0.7. Similar good agreements are found for many kinds of
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√
s (GeV) ρ (GeV/fm3) γS χ2/dof

2.1 0.24± 0.17 0.66± 0.22 93.4/16
2.2 0.36± 0.20 0.86± 0.22 82.6/14
2.4 0.44± 0.30 0.78± 0.36 55.4/17
2.6 0.56± 0.36 0.62± 0.47 44.9/12

Table 1: Summary of the fit results to multi-hadronic exclusive channels at different centre-of-
mass energies. Also shown the correlation coefficient of ρ and γS (from ref. [8]).

high energy elementary collisions over a large energy range [3]. Also, an excellent agreement
between measured and predicted relative abundances of heavy flavoured hadronic species in
e+e−collisions by using the model parameters fitted to light-flavoured multiplicities [3, 7].

4 Exclusive channels in e+e−collisions at low energy

We have recently performed a stringent test of the statistical model by comparing its predictions
with the production rates of exclusive channels in e+e−collisions at low energy [8]. To carry out
the calculation, we have taken advantage of the formalism developed in two previous papers
[9, 10] where the microcanonical partition function of an ideal multi-species relativistic gas was
calculated enforcing the conservation of the maximal set of observables pertaining to space-time
symmetries (energy-momentum, spin, helicity, parity).

At low energy, where exclusive rates measurements are available, the formation of a single
cluster at rest in the centre-of-mass frame of an e+e−collision is assumed. Its mass therefore
coincides with

√
s and the other quantum numbers are those of the initial state. Particularly, in

e+e−collision, the hadron production is dominated by the diagram with an intermediate virtual
photon, so that the hadronizing cluster is assigned with a spin, parity and C-parity JPC = 1−−.

Finally, for the geometry of the cluster, we have assumed a spherical shape and a volume
given by:

V =
M

ρ
=

√
s

ρ
(2)

where M is the mass and ρ the energy density; this is taken to be a free parameter to be
determined by comparing the model with the data.

For our data points, we have examined the energy interval from 2 to 3 GeV, in order to avoid
resonance region and not to overcome charm production threshold. Much data in this energy
interval has been lately provided by the BABAR experiment which has measured the cross-
sections of several multi-hadronic channels in e+e−collisions at several centre-of-mass energies
with the method of initial state radiation. We have chosen four energy points, that is

√
s = 2.1,
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2.2, 2.4 and 2.6 GeV and added to the available BABAR measurements older measurements
performed by experiments at e+e−colliders run at the same centre-of-mass energies and collected
in a nice review paper [11].

The fit results are summarized in table 4; the detailed comparison between data and model
predictions can be found in ref. [8] Although the fit quality is not perfect in terms of statistical
test, one can fairly conclude that the statistical hadronization model is able to satisfactorilty
reproduce most exclusive multi-hadronic channels measured in e+e−collisions at low energy.
Especially at 2.4 GeV, all measured channel rates lie within 2.5 standard deviations from the
model values, which is quite remarkable taking into account the obvious fact that exclusive
channels are a very stringent test for any model, certainly much more than inclusive multiplic-
ities, and that the fits were done with only 4 free parameters.

Overall, the most interesting outcome of the analysis are the values of the fitted energy
density ρ and strangeness suppression parameter γS, shown in table,4, around 0.5 GeV/fm3 and
0.7 respectively. These values are essentially the same obtained with the analysis of inclusive
hadronic multiplicities at high energy [3].

5 Conclusions

The main message I want to convey in this talk is that the statistical hadronization model is a
very good hadronization model for e+e−collisions, capable of reproducing at a very good level
of accuracy many hadronization-related observables with a minimal number of free parameters.
Its modelling of hadronization process is not based on ad hoc concepts but it uses the concept
of statistical equilibrium, posing intriguing questions on its origins in the non-linear regime in
strong interactions (see discussion in ref. [3]). This model can be implemented in Monte-Carlo
codes to replace traditional string-model based hadronization. This is an ongoing project [12],
that we aim at accomplishing before the advent of the high energy e+e−linear collider.
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Abstract The holographic correspondence, developed within string theory, provides a novel set
of tools to address non-perturbative problems in quantum field theory. We provide a short, basic
review on some informations which can be inferred, by means of this approach, on equilibrium
as well dynamical properties of toy models of the strongly coupled QCD quark-gluon plasma
produced in heavy ion collisions at RHIC and LHC.

1 Introduction

One of the most relevant challenges for theoretical particle physics is to provide non-perturbative
tools to deduce the low energy properties of QCD. This is certainly relevant if one wants to
compare QCD predictions with experimental data. Standard powerful techniques, like Lattice
QCD or effective models are not always enough for this aim. The former, a first-principle
approach to quantum chromodynamics, is still not optimized to address real-time problems
(e.g. hydrodynamic behavior, response to perturbations, jet quenching) or to study finite
baryon density regimes. The latter are not always satisfying in that they provide, for example,
model-dependent predictions on many relevant features of the QCD phase diagram.

The holographic approach is emerging as a novel complementary method to address non-
perturbative problems in quantum field theories in and out equilibrium. It is based on a
proposed boundary-to-bulk correspondence between ordinary quantum field theories and theo-
ries of gravity (strings) in at least one higher dimension. Hints for such a correspondence came
from many different directions, from QCD phenomenology (Veneziano amplitude and Regge
trajectories) to black hole thermodynamics and the holographic principle, from ’t Hooft’s large
N limit to D-brane physics and open-closed string duality. See [1] for a review.

The first explicit realization of the correspondence [2, 3, 4] involves a conformal field theory
(CFT) in 4 space-time dimensions, with gauge group SU(N), 4 adjoint Weyl fermions and 6

1Speaker
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adjoint real scalars - the N = 4 supersymmetric Yang-Mills (SYM)- and a theory of closed
strings on a 10d background given by the direct product of a non-compact Anti-de Sitter (AdS)
space-time in 5 dimensions and a compact 5-sphere. This AdS/CFT connection has then been
extended to other classes of models with less or no supersymmetry and with no conformal
invariance (see e.g. [5] for reviews).

The most remarkable feature of the correspondence is that it works as a duality: certain
regimes where a quantum field theory is strongly interacting, are mapped into the low-energy
limit of a weakly interacting string model, which amounts to be a classical theory of gravity.
For the explicit example given above, this is realized when the number of colors and the ’t
Hooft coupling of the CFT are taken to be very large: N � 1, λ ≡ g2

YMN � 1. In these limits,
therefore, holography allows to solve extremely difficult quantum problems just mapping them
into classical gravity ones.

The holographic map between string and quantum field theories provides theoretically fal-
sifiable predictions and it is supported by an enormous amount of validity checks. Moreover it
is well suited to study equilibrium (e.g. vacuum structure, mass spectra and phase diagrams)
as well as non-equilibrium problems (hydrodynamic behavior, response to quantum quenches,
thermalization, interaction with dynamical probes) both at zero and at finite temperature and
densities. It is thus an amazing achievement for theoretical physics.

Despite the fact that the applicability of the holographic approach to phenomenologically
relevant theories like QCD is still technically limited to toy models, it is providing novel per-
spectives on various classes of phenomena for which a standard description in terms of weakly
coupled quasi-particles is missing. In this short contribution, we will pick a notable example
within such a class: the strongly coupled [6] quark-gluon plasma (QGP) phase of QCD emerg-
ing in high energetic heavy ion collisions such as those studied in current experiments at RHIC
and LHC. This phase occurs at temperatures above the confinement-deconfinement crossover
at Tc ∼ 170MeV .

There are solid lattice indications that the QGP is nearly conformal in the temperature
window relevant for the present experiments 1.5Tc ≤ T ≤ 4Tc. Our first crude approximation for
the QCD plasma in that window will thus consist in modeling it by a strongly coupled 4d CFT
(like the above mentioned SYM) with a holographic dual description. In the finite temperature
case, the latter turns out to be a gravity model on a 5d AdS black hole background. We will
see how this toy model works quite well, at least for what concerns some real-time properties of
the QCD plasma, like its hydrodynamical transport coefficients. For a recent complete review
on holographic methods for the QGP see [7].
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2 Basic Holography and Thermal AdS/CFT

As we have pointed out, the master AdS/CFT example of [2, 3, 4] involves a 10d background
with a compact part given by a five-sphere. Let us reduce the gravity model over this compact
space and work from now on with a theory defined on the remaining five non-compact directions.

The holographic correspondence maps ingredients in a quantum field theory into dual ones
in the gravity model. As a first relevant input, the renormalization group scale is dual to a
radial extra dimension r in the gravity background. Other relevant entries of the holographic
dictionary are as follows.

Field theory vacua correspond to gravity background solutions. In particular,
deconfined phases at finite temperature (and charge density) correspond to (charged) black
hole solutions. For an uncharged finite temperature 4d CFT in thermodynamic equilibrium,
the dual gravity description [8] is provided by an AdS5 black hole, whose metric (in Minkowski
signature) can be written as

ds2
5 =

r2

L2

[
−b(r)dt2 + dxidxi

]
+

L2

b(r)r2
dr2 , (1)

where b(r) = 1 − (rh/r)
4, L is the AdS radius and i = 1, 2, 3 label the space directions. Here

rh is the radial position of the event horizon. It defines the black hole temperature, which is in
turn holographically mapped into the temperature of the CFT, by

T =
rh
πL2

. (2)

When rh = 0 one recovers the AdS5 metric (with natural “boundary” at r →∞), dual to the
CFT at zero temperature.

Holography maps the (uncharged) QFT partition function ZQFT = Tr(e−H/T ) = e−F/T

(where F is the free energy) into some string partition function Zs. The latter, in the classical
gravity regime where the corresponding QFT is strongly coupled, is actually replaced by its
saddle point value Zs ∼ e−Sg(on−shell). For a CFT, Sg is the Euclidean 5d gravity action with
negative cosmological constant

Sg = − 1

16πG5

∫
dtE d

3x dr
√
−g

[
R− 12

L2

]
+ SGH , (3)

where SGH is the Gibbons-Hawking boundary term which we leave implicit. In the above
expression the Euclidean time coordinate tE has to be compactified on a circle of length 1/T .
Moreover this action has to be evaluated on-shell, i.e. on the AdS black hole solution (1) with
Euclidean signature (tE = it). The result is divergent for two reasons: i) the infinite volume V3

of the 3 non-compact space directions; ii) the divergence coming from the radial integration.
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The first infinite term can be avoided by just working with volume densities; the other one can
be systematically removed, either by subtracting to the action some other “reference” one (e.g.
the action for the T = 0 case) or, equivalently, by adding suitable covariant “counterterms”
following the so-called “holographic renormalization” prescription [9]. The final result, which
we denote by Sreng (on − shell), is finite (modulo V3) and provides, through the map with the
field theory partition function, a precise expression for the free energy density of the CFT

F ≡ F

V3

=
TSreng (on− shell)

V3

= − 1

16πG5

r4
h

L5
. (4)

This can be expressed in terms of field theory quantities using (2) as well as a model-dependent
relation involving the AdS radius L and G5. For the SU(N) N = 4 CFT this relation reads

L3

4G5

=
N2

2π
, (5)

which clearly shows how the classical gravity regime L� lPlanck ∼ G
1/3
5 is realized in the large

N limit. Using the relations above we find

F = −π
2

8
N2T 4 . (6)

From this expression we can deduce the whole thermodynamics of the N = 4 SYM in the
planar (N →∞) strong ’t Hooft coupling regime (λ→∞). In particular, the entropy density

s ≡ S

V3

= −∂F
∂T

=
π2

2
N2T 3 , (7)

as well as the pressure p = −F and the energy density ε = F + Ts easily follow. It turns out
that ε = 3p, consistently with the fact that the trace of the stress-energy tensor for a CFT at
equilibrium is zero. Moreover, the expression in (7) is perfectly consistent with the Bekenstein-
Hawking formula S = Ah/4G5 for the entropy of the 5d black hole (where Ah is the horizon
area, given in the present case by Ah = (rh/L)3V3).

What is relevant in these expressions is that they are finite. Their scaling with powers of
N and T would have been expected on general grounds: N2 � 1 accounts for the number of
adjoint degrees of freedom of the deconfined SU(N) plasma; T is the only dimensionful scale
for the CFT and the dependence of the thermodynamical quantities on the latter is dictated
by dimensional analysis. What really matters are the finite overall numerical coefficients which
are what holography predicts in the non-perturbative λ � 1 regime. Comparing the above
quantities with those at zero coupling, we can also realize that the CFT thermodynamics is not
so sensitive to the coupling regime. For example it turns out that ε/ε0 = 3/4, where ε0 is the
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energy density of the free SYM theory (at λ = 0). Remarkably, a similar ratio is found (from
Lattice QCD) for the energy density of the QGP w.r.t. that of a free gas of quarks and gluons.

Gauge invariant single trace operators O are mapped into gravity fields Φ. The
basic formula, which allows to compute (e.g. the Euclidean) correlation functions in a quantum
field theory from gravity data is [3, 4]

ZQFT [Φ0(x)] ≡ 〈e−
∫

Φ0(x)O(x)〉QFT = Zs[Φ0(x)] ∼ e−Sg(Φ0(x)) , (8)

where Φ0(x) ≡ limr→∞ r
αΦ(x, r) is the boundary value of the 5d gravity field Φ dual to the

operator O. For a CFT, α is precisely given in terms of the conformal dimension of O. The
Euclidean gravity action Sg(Φ0), describing the fluctuating mode Φ over the (say, AdS black
hole) background, has to be evaluated on-shell on the solution for Φ satisfying the above bound-
ary condition as well as an appropriate one in the interior. The left hand side of the formula
above is the generating functional of the (Euclidean) correlation functions of the operator O in
the QFT. This formula thus allows to compute correlation functions at strong coupling just by
solving classical equations of motion. It can be extended to real-time Minkowski correlators as
well.

The map between operators and fields is also dictated by the symmetries and the requirement
of Lorentz invariance on the boundary. Thus, for example, a scalar operator like TrF 2 is mapped
into a massless scalar field φ (for a 4d CFT, there is a general holographic relation between the
scalar mass in AdS5 and the conformal dimension of the dual operator: ∆(∆ − 4) = m2L2).
Moreover a conserved current Jµ is mapped into a gauge field Aµ in 5d. Furthermore, the stress
energy tensor Tµν is mapped into the metric field gµν .

3 Hydrodynamics from AdS/CFT

At long distances and times compared to some microscopical scale (like e.g. the mean free
path), the fluctuations around local thermal equilibrium are described by hydrodynamics. For
a (zero density) CFT at finite temperature the only relevant energy scale is provided by T , and
thus the hydrodynamic approximation applies when frequencies and momenta of a perturbation
are such that ω, |~k| � T .

Due to the presence of dissipative terms, hydrodynamics is not expressed starting from
an action principle. Instead it is written in terms of conservation laws for the stress energy
tensor (and of currents when they are present). The latter is in turn expressed, by means of
constitutive equations, in a derivative expansion in the fluid velocity and temperature. Up
to first order, the expansion of the energy-momentum tensor for a relativistic uncharged fluid
reads

T µν = εuµuν + p∆µν − ησµν −∆µνζ(∇ · u) , (9)

383



LC11 Proceeedings - Francesco Bigazzi Frascati Physics Series - Vol. LIV

where ε is the energy density, uµ the velocity field (normalized as u2 = −1), p(ε) the pressure,
∆µν = hµν + uµuν with hµν the 4-dimensional metric. We refer to [10] for the precise definition
of the first-order-in derivative expression for σµν , which is not necessary here.

The shear viscosity η is the only non trivial coefficient for a conformal fluid. Tracelessness in
fact implies that the bulk viscosity ζ is zero. This is not precisely what happens for the quark-
gluon plasma, especially near Tc: however ζQCD is reasonably small for larger temperatures, so
that the toy-CFT model we are considering here does not come totally unjustified.

For a general strongly coupled theory, the theoretical determination of the transport coef-
ficients is a daunting task. In the case at hand, on the contrary, they can be extracted with a
reasonable amount of work from gravity. The shear viscosity, for example, can be derived in
quantum field theory using linear response, via the Kubo formula

η = limω→0
1

2ω

∫
dt d~x eiωt 〈[Txy(t, ~x), Txy(0,~0)]〉 . (10)

The above stress-tensor correlator (evaluated at thermal equilibrium) can be computed from
the basic holographic formula (8) focusing on the on-shell gravity action for the gxy component
of the metric. This gives the value of the shear viscosity over entropy density [11]

η

s
=

1

4π
. (11)

This result for N = 4 SYM in the planar limit is surprisingly compatible with the experimental
data at RHIC and LHC, even though experimental errors remain large. Other methods of ob-
taining this quantity, such as perturbative QCD or lattice, give higher values, hardly compatible
with experiments.

4 Concluding remarks

The holographic approach has been employed to explore many other relevant properties of
strongly coupled plasmas like second order hydrodynamic transport coefficients and jet quench-
ing, see [7] for a review. Moreover, the original toy-model considered here, has been extended
so to account for some missing crucial features of the real-world QGP, like the presence of
dynamical matter fields transforming in the fundamental representation of the gauge group
(the quarks), the finite baryon density or, more generally, the breaking of conformal invariance.
Some of the authors’ contributions in that field can be found in [12, 13, 14].
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Chapter 9

Programme

Programme

Monday 12 September
Future LC projects and theoretical appraisal

14:15 A. Masiero (University and INFN, Padova, Italy): Update on today’s
theoretical landscape
15.00 F. Richard (LAL, Orsay, France): Update on ILC
16.15 R. Corsini (CERN, Geneva, Switzerland): Update on CLIC
17.00 M. Ross (FNAL, Batavia, USA): Machine options for an ILC at 1 TeV
17:45 E. Eichten (FNAL, Batavia, USA): Physics prospects at a muon collider

Tuesday 13 September
Dark Matter searches

9:30 M. Cirelli (SPhT, Saclay and CERN, Geneva, Switzerland): Tools for
Dark Matter indirect detection

Precision measurements at e+e− colliders and elsewhere

10.00 M. Spira (PSI, Villingen, Switzerland): Precision Higgs physics at the
LHC and future LCs
10.30 F. Jegerlehner (Humboldt University, Berlin, Germany): Implications
of low and high energy measurements on SUSY models 11:00 Coffee break
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11.30 D. Nomura (Tohoku University, Japan): Muon g-2 re-evaluated using
new precise data
12.00 G. Venanzoni (INFN, Frascati, Italy): Latest on g-2 from experiment
Medium energy projects in future e+e- physics
12.30 M. Ciuchini (University and INFN, Roma III, Italy): SuperB

DIS and photon-photon physics

14:30 N. Armesto (Santiago de Compostela University, Spain): QCD at an
electron-hadron collider at CERN: the LHeC project
15:00 A. Finch (Lancaster University, UK): Two photon physics at CLEO
and LEP and a LC
15.30 G. Pancheri (INFN, Frascati, Italy): LC hadronic total cross-sections
and forward physics at LHC: what to learn for LC 16:00 Coffee break
16:30 F. Kapusta (LPNHE, Paris, France): Color factors and color basis
in two fermion pair production in photon-photon, photon-gluon and gluon-
gluon collisions
17:00 W. da Silva (LPNHE, Paris, France): Two fermion pair production in
photon-photon, photon-gluon and gluon-gluon collisions
17:30 D. Lopez-Val (University of Heidelberg, Germany): Single Higgs-boson
production at a photon-photon collider: 2HDM versus MSSM 18:00 End of
the session

Wednesday 14 September
QCD from partons to hadrons

9.30 N. Kauer (NExT, Royal Holloway University of London, UK): NLO
automated tools for QCD and Beyond
10.00 J-C. Winter (CERN, Geneva, Switzerland): Systematic improvement
of QCD parton showers
10.30 P.F. Monni (University of Zurich, Switzerland): Thrust-distribution
resummation in e+e- collisions
11.30 F. Becattini (University and INFN, Firenze, Italy): The statistical
hadronisation model
12.00 A.D. Martin (IPPP, Durham University, UK): Soft QCD production
processes
12.30 R. di Sipio (University and INFN, Bologna, Italy): Top quarks in
ATLAS and CMS
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Thursday 15 September
The structure of QCD from the multi-TeV to the GeV scale

9:30 G. Bellettini (University and INFN, Pisa, Italy): QCD highlights from
CDF (and D0)
10.00 N. Marinelli (University of Notre Dame, USA): QCD at LHC
10:30 I. Scimemi (University of Madrid, Spain): Latest development in SCET

Physics beyond the Standard Model

11.30 S. Bianco (INFN, Frascati, Italy): Searches for SUSY and BSM at the
LHC
12.00 M. Kraemer (RWTH, Aachen, Germany): What if the LHC does not
find supersymmetry in the sqrt(s)=7 TeV run?
12:30 R. Ferrari (University and INFN, Milano, Italy): Of Higgs, unitarity
and other questions

Photon-photon Physics, Higgs and Top physics

14:30 R.M. Godbole (CTS/IISC, Bangalore, India): Photon-photon hadronic
backgrounds at LC
15:00 S. Rosati (University and INFN, Roma, Italy): Higgs searches in AT-
LAS and CMS
15.30 G. Gutierrez (FNAL, Batavia, USA): Recent results on top quark
physics at the Tevatron
16:30 R. Frederix (Zurich University, Switzerland): Selected topics on top
quark physics at linear colliders
17:00 M. Muhlleitner (ITP, Karlsruhe, Germany): SM and BSM Higgs physics
17:30 F. Coradeschi (University and INFN, Firenze, Italy): Composite Higgs
Model Phenomenology in top and bottom channels at CLIC Flavour Physics
at LHC
18.00 S. Barsuk (LAL, Orsay, France): Heavy flavour and QCD results from
LHCb
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Friday 16 September
QCD from partons to hadrons

9:30 A.D. Martin (IPPP, Durham University, UK): Parton distributions of
the proton
10:00 L. Cunqueiro Mendez (INFN, Frascati, Italy): Jet reconstruction in
PbPb with ALICE Physics beyond the Standard Model
10.30 A. Crivellin (ITP, University of Bern, Switzerland): Flavour violation
in the MSSM and implications for top and squark searches at colliders
11:30 F. Bigazzi (INFN, Pisa, Italy): String theory meets QCD, AdS/QCD,
holography and all that The future of QCD in e+e- physics
12:00 A. Banfi (ETH, Zurich, Switzerland): QCD at work, from lepton to
hadron colliders and back
12.30 S. Kluth (MPI, Munich, Germany): Experimental tests of QCD from
GeV to TeV scale
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