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Data obtained during five months of 2001 with the gravitational wave~GW! detectors EXPLORER and
NAUTILUS, operating with a bandwidth of a few Hz at frequencies near 900 Hz, were studied in correlation
with the gamma ray burst data~GRB! obtained with the BeppoSAX satellite. During this period BeppoSAX
was the only GRB satellite in operation, while EXPLORER and NAUTILUS were the only GW detectors in
operation. No correlation between the GW data and the GRB bursts was found. The analysis, performed over
47 GRB’s, excludes the presence of signals of amplitudeh>6.5310219, with 95% probability, if we allow a
time delay between GW bursts and GRB within65 s, andh>1.2310218, if the time delay is within6400 s.
The result is also provided in the form of scaled likelihood for unbiased interpretation and easier use for further
analysis.
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I. INTRODUCTION

One of the most important astrophysical phenomena
lacking an explanation is the origin of the celestial gamm
ray bursts~GRB!. These are powerful flashes of gamma ra
lasting from less than one second to tens of seconds,
isotropic distribution in the sky. They are observed above
terrestrial atmosphere with x- gamma-ray detectors abo
satellites@1,2#. Thanks to the BeppoSAX satellite@3#, after-
glow emission at lower wavelengths has been discove
@4–6# and we now know that at least long (.1 s) GRB’s are
at cosmological distances, with measured redshifts up to
~see, e.g., review by Djorgovski@7# and references therein!.
Among the possible explanations for these events, which
volve huge energy releases~up to 1054 erg, assuming isotro
pic emission!, the most likely candidates are the collapse o
very massive star~hypernova! and the coalescence of on
compact binary system~see, e.g., reviews by Piran@8# and
Mészáros @9# and references therein!. In both cases the emis
sion of gravitational waves~GW! is expected to be assoc
ated with them~e.g. Ref.@10#!. According to several models
the duration of a GW burst is predicted to be of the order
a few milliseconds for a variety of sources, including t
coalescing and merging black holes and/or neutron star b
ries. Therefore GW bursts can be detected by the pre
resonant detectors, designed to detect GW through the e
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tation of the quadrupole modes of massive cylinders, re
nating at frequencies near 1 kHz.

At the distances of the GRB sources ('1 Gpc), the GW
burst associated with a total conversion of 1–2 solar mas
should have amplitude of the order ofh'3310222. The
present sensitivity for 1 ms GW pulses of the best GW
tennas with signal to noise ratio~SNR! equal to unity ish
'4310219 ~see e.g., Ref.@11#!, which requires a total con
version of one million solar masses at 1 Gpc. However,
though detection of a gravitational signal associated wit
single GRB appears hopeless, detection of a signal ass
ated with the sum of many events could be more realis
Thus we launched a program devoted to studying the p
ence of correlations between GRB events detected with B
poSAX and the output signals from gravitational antenn
NAUTILUS and EXPLORER.

Searching for correlation between GRB and GW sign
means dealing with the difference between the emiss
times for the two types of phenomena. Furthermore, ther
also the fact to consider that the time difference can v
from burst to burst. In the present analysis we use an a
rithm based on cross-correlating the outputs of two GW
tectors ~see @12,13#!, thus coping with the problem of the
unknown possible time difference between GRB and G
bursts, and also of the unmodelled noise.
©2002 The American Physical Society02-1
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TABLE I. Main characteristics of the two detectors.f indicates, for each detector, the two resona
frequencies andD f indicates the bandwidth. The relatively larger bandwidth of EXPLORER is due to
improved readout system.

Mass f T D f
Detector Latitude Longitude Orientation ~kg! ~Hz! ~K! ~Hz!

EXPLORER 46.45° N 6.20° E 39° E 2270 904.7 2.6 '9
921.3

NAUTILUS 41.82° N 12.67° E 44° E 2270 906.97 1.5 '0.4
922.46
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II. EXPERIMENTAL DATA

The Rome group operates two resonant bar detectors:
PLORER @14#, since 1990, at the CERN laboratories, a
NAUTILUS @15#, since 1995, at the INFN laboratories
Frascati. The two detectors, oriented nearly parallel, are v
similar. They have operated over the Past few years w
various levels of sensitivity, and since March 1 2001 th
have been in operation simultaneously with the best e
reached sensitivity for millisecond bursts, of the order oh
'(425)310219. The detectors consist of massive cylind
cal bars 3 m long made of high quality factor aluminum all
5056. The GW excites the first longitudinal mode of the b
which is cooled to liquid helium temperature to reduce
thermal noise. To measure the bar strain induced by a GW
secondary mechanical oscillator tuned to the cited mod
mounted on one bar face and a sensor measures the disp
ment of the secondary oscillator.

The data have a sampling time of 4.544 ms and are p
cessed with a filter matched to delta-like signals for the
tection of short bursts@16#. The filter is adaptive and make
use of power spectra obtained during periods of two ho
The filtered output is squared and normalized using the
tector calibration, such that its square gives the energy in
vation x(t) for each sample. In the presence only of w
behaved noise due to the thermal motion of the bar and to
electronic noise of the amplifier, the probability density fun
tion of x(t) is

f ~x!5
1

A2p Te f fx
expF2

x

2 Te f f
G , ~1!

where x(t) is expressed in kelvin units, and the avera
value ofx, Te f f , calledeffective temperature, gives an esti-
mation of the noise. If a signal of energyE due to an impul-
sive force acting on the bar is generated at timeto , the
change of the filtered data energy with time, neglecting
noise contribution, has an envelope which depends on
detector bandwidth as follows:

Es~ t !5E exp@22put2touD f #, ~2!

where the bandwidthD f is given in Table I. In addition to
the well behaved and modeled noise~electronic and therma
noise!, other sources of noise are active, sometimes of
10200
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known origin. This requires more than one detector to
simultaneously used, in order to discriminate a real sig
from noise.

For our detectors, the relationship between burst energE
expressed in kelvin and dimensionless amplitudeh is given
by @17,18#

E5
h2

~7.97310218!2 S tgw

1 msD
2

~K! ~3!

where tgw is the duration of the burst, conventionally a
sumed to betgw50.001 s, which means that we consider
flat spectrum up to 1 kHz.

In the following, for a given signal of energyE, we shall
use the signal-to-noise ratio

SNR5
E

Te f f
. ~4!

For the GRB’s we consider the observations made with
Gamma Ray Burst Monitor~GRBM @19#! aboard the Bep-
poSAX satellite, the only satellite for the GRB detection
operation during 2001. The GRBM is an all sky monit
which operates in the range from 40 to 700 keV, with a GR
detection rate of about 0.7 events/day. For each GRB wh
triggers the on-board trigger logic, high time resolution~up
to 0.5 ms! time profiles are transmitted. In addition, 1
count rates from the GRBM in two energy bands~40–700
keV and .100 keV) are continuously recorded and tran
mitted. From the GRBM data rough information on the GR
direction can also be derived@20#.

For the present analysis we use two quantities from
GRBM data: the initial time of each GRB and its burst d
ration. In the period 1 March through 17 July 2001 we ha
101 BeppoSAX bursts, but only 51 occur at times when b
antennas were operating. The GRB fall into two categor
one of the 38 GRB events with short duration (<1 s) and
another one of 63 GRB with longer duration. The short d
ration events include all the GRB’s which did not trigger t
on-board logic, thus their exact duration is not availab
Indicating with tg ~trigger time! the initial time for the
GRB’s, for each burst we considered the EXPLORER a
NAUTILUS data in tm5800 s intervals centered at thetg
(tg6400 s). Each interval is covered by 800/0.0045
5176056 data samples. The average value of the data g
in absence of signal, noise temperatureTe f f . The distribu-
2-2
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SEARCH FOR CORRELATION BETWEEN GRB’s . . . PHYSICAL REVIEW D 66, 102002 ~2002!
tions of Te f f obtained for these stretches of GW data a
shown in Fig. 1. We note the good behavior of both det
tors. In view of this good behavior we thought to limit ou
analysis to the 47 stretches withTe f f,20 mK on both detec-
tors, losing only four stretches. For these stretches we h
the following average values:T̄e f f

expl58.8 mK and T̄e f f
naut

56.1 mK.

III. CROSS-CORRELATION ANALYSIS

Because of the unknown time gap between GW’s a
GRB’s, it is essential to have at least two independent G
detectors at disposal. In such a case we can cross-corr
the two outputs, since we expect that, if any GW burst
rives on the Earth, both detectors respond at the same
within the travel time difference of the GW burst. This pr
cedure takes into account the fact that there is no standar
of physical characteristics for the GRBs, as discussed alre
in @12#. EXPLORER and NAUTILUS being about 700 km
apart, the maximum travel time difference is about 3 m
shorter than the time uncertainty of the measurements, o
order of 1 sampling time. Since we use resonant transduc
the signal is, for each detector, distributed over the two re
nance modes, with a beat period of 64 ms. To cope with
problem we averaged our data over 16 samples, that is
a time of 1630.00454450.0727 s. Thus during each 800
interval we have 11004 pairs of data which we can cro
correlate.

The correlation function is defined by

r ~t!5

(
i

„x~ t i1t!2 x̄…„y~ t i !2 ȳ…

A(
i

„x~ t i !2 x̄…2(
i

„y~ t i !2 ȳ…2
, ~5!

FIG. 1. Distribution ofTe f f (K), in the period 1 March through
17 July 2001.
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where the summations are extended over the 11004 p
x(t i) refers to the EXPLORER squared data andy(t i) is the
same quantity for NAUTILUS.r (t) is dimensionless, by
definition. If simultaneous signals due to GW bursts ar
both in the EXPLORER and NAUTILUS detectors, no ma
ter when, with respect to the GRB arrival time, but within t
time window of 6400 s, we should find a larger value o
r (t) for t50 s.

The 47 values ofr (t), one for each GRB, are used t
calculate the average cross-correlationR(t), shown in Fig.
2. No significant correlation is visible. In particular, att
50 s we get the negative value of20.0027. We also re-
peated the above calculations separately for the GRB’s w
short (<1 s) and long (.1 s) time duration. Again, no cor
relation appears between EXPLORER and NAUTILUS u
ing a window of6400 s centered at the GRB arrival time

A. Modeling the average cross-correlation

In order to provide quantitative information out of th
null result, we need to model our expectations for the av
age cross-correlation at zero delay timeR(0), hereafter in-
dicated withR0, under the hypothesis that such signals
exist.

This modeling means going through the following cons
erations.

Let us suppose that GW generate signals in our two
tectors with given signal-to-noise ratios, say SNRexpl and
SNRnaut . In the present case, since both detectors h
about the same sensitivity (T̄e f f

expl58.8 mK and T̄e f f
naut

56.1 mK) and are parallel, we take, roughly, SNRexpl
'SNRnaut'SNR. We define

FIG. 2. The cross-correlationR(t), averaged over the 47 GRB’
versus the time shiftt in seconds. No positive correlation att
50 s is visible.
2-3
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SNRR5
R0

sR
, ~6!

wheresR is the standard deviation of our expectations of
dimensionlessR0. This quantity can be estimated from th
spread of the many available measurements ofR(t) for dif-
ferent t ~see Fig. 2!. The distribution ofR(t) for all delay
times, shown in Fig. 3, can be modeled by a Gaussian~see
solid line in the figure!, and the standard deviation calculat
directly from the histogram coincides with that obtained b
Gaussian fit~0.00189 and 0.00191, respectively!.

It is possible to evaluatesR in an alternative way~see the
Appendix!, using the number of GRB’sNg and the number
of independent GW data samplesNs , in each data stretch
used for calculating the cross-correlation. The following f
mula is obtained:

sR5
1

ANs Ng

. ~7!

We estimate the number of independent data points by
number of independent data of EXPLORER~the bandwidth
of NAUTILUS is much narrower, see Table I! as follows:

Ns5tm D f expl'7200, ~8!

since the detector data are correlated within a time 1/D f . We
finally get sR50.0017, in excellent agreement with th
value 0.0019 deduced from the distribution ofR(t), consid-
ering the roughness of our estimation of the number of in
pendent data,Ns .

FIG. 3. Distribution of the average cross-correlationR(t)
shown in Fig. 2 and Gaussian fit. The standard deviation calcul
directly from the histogram coincides with that obtained by
Gaussian fit~0.00189 and 0.00191, respectively!.
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In the Appendix, the following important relationship be
tween the measured quantity SNRR ~at t50 s) and the pos-
sible signals expressed in terms of signal to noise ratio S
is obtained:

SNRR5SNR2ANg

Ns
. ~9!

In order to check the model for the average cross-correla
at zero delay time, and thus Eq.~9!, we performed a test by
adding to the data, for each GRB, signals of given amplitu
at the same time for the two detectors. The results are g
in Fig. 4, where we show the cross-correlation for some
plied signals for the two time windows of6400 s and64 s.
The results here are given in terms of the dimensionless
erage cross-correlation but in the figure we have also in
cated the energies of the input signals. We notice that
predicted by Eq.~9!, the SNRR increases by reducing th
intervals of the cross-correlation, for a given SNR.

B. Relations between SNRR , burst energy and dimensionless
amplitude

Since we require the result in terms of GW amplitudesh,
we need to relate cross-correlation quantities to energies

From Eqs.~4! and ~9! we obtain

E5Te f fS SNRR
2Ns

Ng
D 1/4

~K!. ~10!

ed

FIG. 4. The dimensionless cross-correlationR(t) averaged over
the 47 data stretches, for various applied signals. In the figure
the left two signals, 100 mK and 50 mK, were applied, under
assumption that the GW arrival times be within6400 s of the
corresponding GRB arrival times. The figures on the right show
result for applied signals of 50 mK and 20 mK, within a tim
window of 64 s ~that is, GW bursts and GRB’s nearly simulta
neous!.
2-4
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SEARCH FOR CORRELATION BETWEEN GRB’s . . . PHYSICAL REVIEW D 66, 102002 ~2002!
It would appear thatE decreases with increasingNs , i.e.
bandwidth, but it can be demonstrated thatTe f f decreases
linearly with increasing bandwidth.

In terms of the dimensionless amplitude, using Eq.~3!
with tgw5 1 ms we get

h57.97310218AE ~11!

with E expressed in kelvin. We finally get, using Eqs.~6! and
~10!,

SNRR5S E

Te f f
D 2ANg

Ns
. ~12!

We observe that a negative value of SNRR gives a nega-
tive value for E2. To check the validity of Eq.~10!, we
applied several signals for various time windows of corre
tion and compared the energies of the input simulated sig
to the values calculated using Eq.~10!. This is done in the
following way: we note thatR0, in the absence of applie
signals, is not null for each time window. We determine t
signal we must apply in order to increase the value ofR0,
obtained before the application of the signals, by two st
dard deviations. We then use Eq.~10! with the value SNRR
52. The result is shown in Table II. The agreement betw
the values of the simulated input signals and the values
culated using Eq.~10! shows that our model is correct.

IV. INFERENCE OF THE GW BURST AMPLITUDE

Having presented the experimental method and the m
for the averaged correlation at zero delay timeR0, we can
infer the values of GW amplitudeh consistent with the ob-
servation. We note that, using Eqs.~10! and~6!, energyE0 is
related to the measured cross-correlationR0 by

E05Te f fS Ns

Ng
D 1/4S R0

sR
D 1/2

~K!. ~13!

Hence the data are summarized by an observed ave
squared energyE0

2521.1131023 K2, at 21.4 standard de-
viation from the expected value in the case of noise alone
calculated with the aid of Eq.~12! where we put SNRR5
21.4. The standard deviation, expressed in terms of squ
energy, is obtained from Eq.~12!, in the case SNRR51,
which givessE250.7931023 K2.

TABLE II. Comparison of energies calculated, using Eq.~10!,
and simulated~values of an input signal that produces SNRR52!.

window E ~mK! E ~mK!

~s! calculated, Eq.~10! simulated~input signals!

6400 43.8 45
640 24.6 27
616 19.6 19
64 13.8 14
10200
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A. Probabilistic result and upper limits

According to the model discussed above, in the case
GW signals of energyE, we expectE0

2 to be a random num-
ber, modeled with a Gaussian probability density functi
aroundE2 with a standard deviationsE2:

f ~E0
2uE2!}expF2

~E0
22E2!2

2sE2
2 G , ~14!

whereE is the unknown quantity we wish to infer from th
observed value ofE0, given in Eq. ~13!. This probability
inversion is obtained using Bayes’ theorem~see, e.g.,@24#
for a physics oriented introduction!:

f ~E2uE0
2!} f ~E0

2uE2! f s~E2!, ~15!

where f s(E2) is the prior probability density function o
observing GW signals of squared energyE2. In fact, we are
eventually interested in inferring the GW’s amplitudeh, re-
lated to the energyE by Eq. ~11!. Therefore we have a simi
lar equation:

f ~huE0
2!} f ~E0

2uh! f s~h!, ~16!

where f (E0
2uh) is obtained by a transformation off (E0

2uE2).
As prior for h we considered a uniform distribution, bounde
to non-negative values ofh, obtained from Eq.~16!, i.e.
f s(h) is a step functionu(h). This seems to us a reasonab
choice and it is stable, as long as other priors can be c
ceived which model the ‘‘positive attitude of reasonable s
entists’’ ~see Refs.@24,27#!.1

The probability density function ofh is plotted in Fig. 5.
The highest beliefs are for very small values, while valu

1A prior distribution alternative to the uniform can be based on
observation that what often seems uniform is not the probability
unit of h, but rather the probability per decade ofh, i.e. researchers
may feel equally uncertain about the orders of magnitudes oh.
This prior is known as Jeffreys’ prior, but, in our case, it produce
divergence forh→0 in Eq.~16!, a direct consequence of the infinit
orders of magnitudes which are equally believed. To get a fin
result we need to set a cutoff at a given value ofh. This problem is
described in depth, for example, in@27# and in @28#.

FIG. 5. Probability density functionf (huE0
2) @see Eq.~16!#. The

prior used for this calculation is a step function.
2-5
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above 1.5310218 are practically ruled out. From Fig. 5 w
obtain an expected value and standard deviation forh of
0.56310218 and 0.35310218, respectively, which fully ac-
count for what is perceived as a null result.

In these circumstances, we can provide an upper lim
defined as valueh(UL), such that there is a given probab
ity for the amplitude of GW’s to be below it, i.e.

E
0

h(UL)

f ~huE0
2!dh5pL , ~17!

with pL the chosen probability level. Results are plotted
Fig. 6. For example, we can exclude the presence of sig
of amplitudesh>1.2310218 with 95% probability.

B. Prior-independent result and upper sensitivity bound

Probabilistic results depend necessarily on the choice
prior probability density function ofh. For example, those
firmly convinced that GW burst intensities should be in t
10222 region would never allow a 5% chance toh above
1.2310218. Therefore, in frontier research particular ca
has to be used, before stating probabilistic results. The B
sian approach, thanks to the factorization between likelih
and prior, offers natural ways to a present prior-independ
result. The simple idea would be just to provide the like
hood for each hypothesis under investigation, in our c
f (E0

2uh). More conveniently, it has been proposed@25–27#
to publish the likelihood rescaled to the asymptotic lim
where experimental sensitivity is lost completely;h50, in
our case. Indicating withR this rescaled likelihood, we hav

R~h!5
f ~E0

2uh!

f ~E0
2uhre f50!

. ~18!

In statistics jargon, this function gives the Bayes factor of
h hypotheses with respect toh50. In intuitive terms, it can
be interpreted as a ‘‘relative belief updating ratio’’ or
‘‘probability density function shape distortion function,
since from Eq.~16! we have

f ~huE0
2!

f ~h50uE0
2!

5
f ~E0

2uh!

f ~E0
2uh50!

f +~h!

f +~h50!
. ~19!

FIG. 6. Upper limits for the amplitudesh. y axis gives the prob-
ability pL(h)<h.
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In the present case we get, numerically

R~h!5A expF2
~B2h4!2

C G for h>0, ~20!

where A52.6645 is the rescaling factor,B524.4
3(10218)4 andC520.43(10218)4.

The result is given in Fig. 7, where the choice of the l
scale forh is to remember that there are infinite orders
magnitudes where the value could be located~and hence the
problem discussed in footnote 1!. Interpretation of Fig. 7, in
the light of Eqs.~18!, ~19!, is straightforward: up to a frac
tion of 10218 the experimental evidence does not produ
any change in our belief, while values much larger th
10218 are completely ruled out. The region of transition fro
R from 1 to zero identifies asensitivity boundfor the experi-
ment. The exact value of this bound is a matter of conv
tion, and could be, for example, atR50.5, orR50.05. We
have 1.3310218 and 1.5310218, respectively. Note tha
these bounds have no probabilistic meaning. In any case
full result should be considered to be theR function, which,
being proportional to the likelihood, can easily be used
combine results~for independent datasets the global like
hood is the product of the likelihoods, and proportional co
stants can be included in the normalization factor!. Note that
the result given in terms of scaled likelihood and sensitiv
bound cannot be misleading. In fact, these results are
probabilistic statements abouth and no one would imagine
they were. On the other hand, ‘‘confidence limits,’’ which a
not probabilistic statements on the quantity of interest, te
to be perceived as such~see e.g.,@29,30# and references
therein!.

V. CONCLUSION

Using for the first time a cross-correlation method appl
to the data of two GW detectors, EXPLORER an
NAUTILUS, new experimental upper limits have been det
mined for the burst intensity causing correlations of GW
with GRB’s, at the detector frequencies from 900 Hz to 9
Hz. These high frequency signals can be expected from v
ous sources@21,22#. Analyzing the data over 47 GRBs, w
exclude the presence of signals of amplitudehGW>1.2
310218, with 95% probability, with a time window of

FIG. 7. Relative belief updating ratio, as a function of the d
mensionless amplitude of GW’s, plotted in log-linear scale.
2-6
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6400 s. With the time window of65 s, we improve the
previous GW upper limit to abouth56.5310219.

The result is also given in terms of scaled likelihood a
sensitivity bound, which we consider the most complete a
unbiased way of providing the experimental information.

In a previous paper@23# we had given more stringen
upper limits, but this was under the hypothesis that the G
signals always occur at the same time with respect to
GRB arrival time. Here, instead, we only require that t
time gap between the GRB and the GW burst be within
given time window. Similar comparison can be made w
the AURIGA-BATSE result @31#, where an upper limit
‘‘ hRMS<1.5310218 with C.L. 95%’’ is estimated under the
assumption that GW’s arrive at the GRB time within a tim
window of 65 s.

Finally, we remark that this method can be applied for a
expected delay between GRB and GW, with appropriate t
shifting of the integration window with respect to the GB
arrival time, according to the prediction of the chosen mod
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APPENDIX

Given two independent detectors, letx(t) andy(t) be the
measured quantities, which are the~filtered! data in our case

We introduce the variablesj(t)5x(t)2 x̄ and h(t)
5y(t)2 ȳ wherex̄5E@x#5Te f f andȳ5E@y#5Te f f . We re-
call that the cross-correlation function is

r ~t!5

(
i

„j~ t i !h~ t i1t!…

A(
i

j2( h2

~A1!

with summation extended up to the number of independ
samples Ns . We calculate (j25(h25NsTe f f

2 . Thus
ys

-
R
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A(j2
•(h25NsTe f f

2 . We easily verify thatE@r (t)#50. In
the absence of any correlated signal we also haveE@r (0)#
50.

Let us calculate the variance ofr (t). We notice that when
squaring the numerator of Eq.~A1! and taking the average
the cross-terms vanish if theNs data are independent from
each other. Then, since alsoj and h are independent vari
ables, we obtain

s r
25

(
i

„j~ t i !h~ t i1t!…2

~NsTe f f
2 !2

5
NsE@j2#E@h2#

~NsTe f f
2 !2

5
1

Ns
.

~A2!

The previous considerations still apply to the cumulat
cross-correlationR(t), obtained by averagingNg indepen-
dent r (t). The final variance for the cross-correlationR(t)
is

sR
25

1

NsNg
. ~A3!

Let us now consider an energy signalS on both detectors a
the same time. The expected value of the cross-correla
r (t) at t50 will be positive. In the case ofNs independent
data the signalSwill appear in one datum only and we hav

E@R~t50!2R~tÞ0!#5
S2

NsTe f f
2

5
SNR2

Ns
, ~A4!

where we put SNR5S/Te f f . We note that, in Eq.~A4!,
E@R(tÞ0)#50 also when a signal is present.

Setting also

SNRR5
E@R~t50!#

sR
~A5!

@as already defined in the text in Eq.~6!# we obtain

SNRR5SNR2ANg

Ns
. ~A6!
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