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Methods and results of the IGEC search for burst gravitational waves in the years 19972000
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This paper presents the results of the observations of the detectors participating in the International Gravi-
tational Event CollaboratioGEC) from 1997 to 2000 and reviews the data analysis methods. The analysis is
designed to search for coincident excitations in multiple detectors. The data set analyzed in this article covers
a longer period and is more complete than that given in previous reports. The current analysis is more accurate
for determining the false dismissal probability for a time coincidence search and it optimizes the search with
respect to a target amplitude and direction of the signal. The statistics of the accidental coincidences agrees
with the model used for drawing the results. The observations of this IGEC search are consistent with no
detection of gravitational wave burst events. A new conservative upper limit has been set on the rate of
gravitational wave bursts with a Fourier componkint 2x 102! Hz %, both for searches with and without a
filter for the galactic center direction. This study confirms that the false alarm rate of the observation can be
negligible when at least three detectors are operating simultaneously.
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[. INTRODUCTION and the new upper limits achieved for the rate of gravita-
tional wave burst events.

This paper presents the results of the observations of the The search for gravitational wavé&Ws) involves de-
International Gravitational Event CollaboratiQGEC) from  tecting the presence of a signal in the noise of the detector
1997 to 2000. We have made an extensive search for burstray. A signal must compete with the intrinsic noise of the
type gravitational waves with the largest network of detec-detectors and also with transient excitatign§é mechanical
tors ever assembled, and report here the details of the searohelectromagnetic origin for examplevhich usually cannot

be discriminated from the actual GW signal. Therefore, it is
not viable to perform burst GW searches with a single detec-

*Presently at Max-Planck-Inst." fuGravitationsphysik, Albert- tor. With two or more detectors in simultaneous observation,
Einstein-Inst. Hannover, Callinstr. 38, 30167 Hannover, Germany. the impact of local transient excitations on burst GW
TCorresponding author. Email address: prodi@science.unitn.it searches is significantly reduced. Moreover, the false alarm
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TABLE |. Summary of detector characteristics. The reported misalignment is the angle between the bar
axis and a common direction. The observation time refers to the data exchanged for this 1997-2000 IGEC

analysis.
Detector ALLEGRO AURIGA EXPLORER NAUTILUS NIOBE
Material Al5056 Al5056 Al5056 Al5056 Nb
Mass[kg] 2296 2230 2270 2260 1500
Length[m] 3.0 2.9 3.0 3.0 2.8
Resonant frequencigéiz] 920 930 921 924 713
895 912 905 908 694
TemperaturgK] 4.2 0.2 2.6 0.1 5.0
Longitude 268°50E 11°5654'E 6°12E 12°4021'E 115°49E
Latitude 30°27N 45°2112'N 46°27N 41°4926'N —31°56N
Azimuth 40 °W 44 °E 39°E 44 °E 0°
Misalignment{ded] 9 4 2 3 29
Observation timed] 852.5 216.5 551.0 414.8 192.6

rate can be reliably estimated. Hence, to facilitate multidevals ensure a givewoveragé i.e., the probability that the
tector searches for burst GWs the IGEC was formed irconfidence interval contains the true value. In the following
19971 This collaboration currently consists of five cryogenic section, we review the IGEC operation during 1997—2000.
resonant-bar gravitational wave detectors, ALLEGRL), = The methods of the multidetector analysis are described in
AURIGA [2], EXPLORER[3], NAUTILUS [4], and NIOBE  Sec. lll. Finally, in Sec. IV, we discuss the results. In this
[5], operating as a worldwide network. The members of thissection we pay particular attention to the new upper limit on
network exchange lists of candidate GW events and relatethe rate of detected burst GWand on the low level of false
information under an agreed data exchange protocol. alarms achieved by this observatory.

The target signals are transients without structure in the
frequency range investigated. Examples of such signals are
short pulses of-1 ms duration, signals showing a few cycles Il. EXCHANGED DATA
of ~1 ms period and signals sweeping in frequency across . . ) ,
~1 kHz. Possible sources are therefore related to compact N this section we review the 1997-2000 operation of the
astrophysical objects, such as the coalescence of neutron st§i=C- We recall the sensitivity to burst GWs of the partici-
and black hole binariegs,7]. pating bar detector¢see Sec. Il A Each detector group

The main method used to search for burst GWs has beetfarches its data independently gpavitational wave can-
to search for an excess of coincident excitations in two dedidatesor eventsThen, the information exchanged under the
tectors [8—11]. The IGEC performed the first thorough IGE_C is degcrlbed, with particular attentlon_ to the data vali-
search on more than two detectors on data acquired in 19g#ation requirementssee Sec. Il B The quality of the con-
and 1998[12]. No claims of detection were made, but an tr|but|on.of each detector to_the .IGEC observatory is dis-
improved upper limit on burst GWs was set. In 2001 all theCUSSe€d in terms of observation time and false alarms as a
data acquired by IGEC members between 1997 and 200fyinction of a threshold on t.he amphtude of target GW signals
were exchanged. A preliminary search was performed o#S€€ Sec. € The statistics of the time series of the ex-
these datd13)]. chgnged eyents shows aut'ocorrelatlon at short time scalles.

In this article, we present the results of a comprehensivd NS clustering, however, disappears when cross-correlating
search by the IGEC for burst gravitational waves on the fuldifférent detectorgsee Sec. Il
data set. In addition to the extended observation time, this
analysis makes significant progress over the previous,

searches in the following respectsti) different search In this analysis, we refer to the conventional frequentister-

. N . . age i.e., the probability that the confidence interval contains the
thresholds are systematically trie@) the time coincidence true GW value. In other words, the coverage is the probability as

window is determined by the desired confidence le@i#), & 4,4 be measured in principle by repeating the same observations
directional search strategy is implementéd) the statistics  jth the same GW source, where “same” is meant in the stochastic
of the estimated false alarms is thoroughly investigated, angense. In this analysis, we made conservative estimates of the cov-
(v) the statistical methods chosen to set the confidence inteerage.
3The authors Astone, Pallottino and Pizzella point out that the
analysis presented in this paper is aimed at a systematic search for
coincident excitations in multiple detectors; however, they are con-
vinced that a probabilistic estimation of the flux of GWs on Earth as
Ihttp:/ligec.Inl.infn.it well as of upper limits requires a Bayesian approach.
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1= s 7 AL —— the bar and the direction of the source. As a demonstration of

/\\\ /\,x AY the effectiveness of the chosen common orientation, we plot

08 \ / ‘\‘ | NA — in Fig. 1 the directional sensitivity with respect to the galac-

M \‘\\ 7 tic center for the five detectors of the IGEC. The sensitivity
\ :/" to wave polarization is then cogi2where is the polariza-

tion angle in the wavefront plane with respect to the projec-

0.6 \ 7
7 tion of the bar axis.
\ /
0.4 A £

\\ \\ / B. IGEC data exchange protocol

directional sensitivity

sAf Each group implements independently a burst GW search
02 / by using an optimal filtef14], which takes into account the

slow variations of the noise characteristics of the detector
0 [1,15,16. The filter estimates the Fourier amplitude of the
0 5 10 15 20 burst GW. An adaptive threshold, tleexchange thresho)ds
time (hours) then applied to the filtered data and a list of tendidate
FIG. 1. Amplitude directional sensitivity of the detectors versus€ventsabove threshold is compilédThe exchange threshold
UTC with respect to the galactic center for DAY 25 Dec. 2000. IS typically set to an amplitude signal-to-noise rat8NR) of
between 3 and 5. The candidate events are described by the
A. Detectors peak amplitude of the optimal filter output, the time of its

All of the currently operating resonant detectors measuré o o eer and the uncertainties in amplitude and time.
Yy op 9 The IGEC protocol requires each detector to report all

the tidal strain of a mechanically isolated cylindrical ba.rtime intervals of satisfactory operation. This is accomplished

caused by impinging GWs. A lighter mechanical resonator i y vetoing periods corresponding to times of laboratory ac-

strongly coupled and tuned t'o the fundamental IongItUdIn""Sti)vity which are known to affect the sensitivity of the detec-
mode of the bar, resulting in a system with two normal

d ¢ vibrati tor, such as periods of cryogenic maintenance. In the case of
modes of vibration. . . EXPLORER and NAUTILUS, times were also vetoed when
A list of the main characteristics of the detectors is show

. . Nhe noise variance exceeded a certain value. For AURIGA,
in Table I. All the bars are cooled to cryogenic temperatures

times were vetoed when either the statistics of the noise was
AURIGA and NAUT.”‘U.S operate at a few h“”dfed mK to not Gaussian or the Wiener filter was not properly matched
further reduce contributions from the thermal noise. For th .
. . the noisd17,18.
same reason, niobium was chosen as the material for NIOB

because it has a higher mechanical quality factor at 4 K All this information is exchanged within IGEC under a
The IGEC search is focused on burst GWSs, which can bcommon data format. This protocol was last updated in 2000

modeled as a pure Diragfunction excitation. The strength ?see footnote L The most relevant additions introduced by

of a burst can be quantified by its Fourier amplitudeor that update werdi) the absence of any biases in the esti-

: Co o mates of the time of arrivalETA) and amplitude(see foot-
gmpg:tude which is related to the enerdys deposited in the note 4, (i) an estimate (ﬁlthe)errors irf)the E(T,Qiii) an
ar by '

upper bound of the systematic errors in amplitude, @nda
1 \/g continous measurement of the noise level and a continous
S
M 1

(1)  record of the chosen exchange threshile., the threshold
used to compile the event l)stThe noise level is described
] ) by the standard deviation and by the third and fourth order
where L is the bar lengthM its mass, andv, the mean oments of the noise distribution.
resonant frequency of the detector. _ _ The choice of the most suitable exchange threshold is left
Actually, the class of detectable signals is much widers each group, provided that two constraints are met. One
than & functions. This search is also effective for all short|oyer hound on the exchange threshold comes from the re-
duration signals which have an almost constant value fofyirement of having unbiased estimates of the amplitude and

their Fourier amplitude at the detector frequencies, i.e.£7a of the exchanged events. The other constraint is a speci-
~700 Hz for NIOBE and~900 Hz for the other detectors fieq criterion that limits the rate of exchanged events and

(see Table )l In these cases, the GW amplitutieis esti-
mated without bias. -
The detectors were oriented to be nearly parallel to eaCh4The time of arrival of the impulsive excitations is not known;

other. This was done by orienting them to be perpendiculag,e etore, the optimal filter is applied continuously. The local
to a common great circle that passes through or near th@ayima in the absolute value of the filtered output are compared to
sites. This makes their antenna patterns coherent and maxjie threshold, and any maxima above are defined as candidate
mizes the probability of coincident signal detection betweensyents. This modification of the Wiener theory introduces some
multiple detectors. nonlinearity of the estimates. The resulting bias on the amplitude
For cylindrical bar detectors, the amplitude observed for and time of arrival the events has to be taken into account. In the
GW signal from a particular source in the sky follows a limit of high SNR events, linearity is recovered. See, for instance,
sir? @ function, whered is the angle between the long axis of Ref.[18] for a discussion on the biases introduced at low SNR.

H=a0?
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FIG. 2. Overview of the observation periods in 1997-2000 for each detector, as fractions of time in monthly bins. Three different ranges
of sensitivities are considered: exchange threshold lower thah032 Hz ! (darker shadg included in 3—6<10 2* Hz ! (middle
shadeé, and above & 10 %' Hz ! (light shade.

thus the rate of false alarms of the observatory. of them as the SNR increases. It was also found to vary with
The search for time coincidences among events of differtime in AURIGA, EXPLORER, and NAUTILUS, following
ent detectors is performed by setting variable time windowshe variations of the effective bandwidth of the detector

computed from the ETA uncertainties to ensure a certain2p,21. Typical values ofr, have been fractions of a second.
probability of false dismissalsee Sec. Il B. A rough esti- Whenever environmental monitors have been operating,

mate of the contribution of each individual detector to theihe events have been checked against periods of ambient
final rate of accidental coincidences of the observatory caicirbances prior to their exchange. If an event from the

be found by considering the product of its average ETA Stanfiltered data occurs in coincidence with an excitation ob-

dard deviationoy and its average event rale® The IGEC  served by these monitors, it is vetoed and not considered a
recommendation is that the threshold be kept high enough s@indidate GW event. For AURIGA, no veto based on an
that environmental monitor has been implemented, yet the event
sn has to pass &2 test to check its consistency with an impul-
‘=1U‘i<0 1% @) sive mechanical excitation of the bd6]. This test has been
Tobs o found to provide a good reduction of false alarms at high
SNR. Despite all such efforts to remove local excitations in
wherea is the standard deviation of the arrival time for the the detectors, most of the events above threshold cannot be
ith eventn is thetotal number of events, arifl,is thetotal ~ 'uled out as candidate GW everj@2]. Partial information
observation time. This recommendation is an improvement
of the one followed in the previous data exchange, i.e., tog 900 AL
limit the rate to 100 events per d4$9], in order to cope § 800
with the widening of the effective bandwidth of the detec- '_§ 700
tors.

]

The ETA standard deviation has been estimated by mean§ :gz EX
of a Monte Carlo simulation for the AURIGA, EXPLORER, g o NA
and NAUTILUS detector$18,20 or by measuring the re-
sponse of the detector to repeated impulsive excitations foi 3% AU
the ALLEGRO detectof1]. The uncertainty in the ETA de- 200 NI

pends both on the noise level and on the timing accuracy ot 100
the filtered data. Therefore, the behaviowgfis significantly 0 bl cthieb e biaa bl ol

. . . f 1 .2 . . . . .7 . .
different for the different detectors, though it decreases in all o1 02 03 o: (Hz.?)s 06 o7 08 xfog-zo
t

(=]

FIG. 3. Observation time of the IGEC detectors as a function of
SSee, for instance, Eql) of Ref.[12], valid in the simple case of a thresholdH, on GW amplitude in 1997—2000. The ordinate is the
equal time uncertainties and uncorrelated noise performances. ifitegrated time during which the detector exchange threshold has
more general discussion can be found in R21)]. been lower tha, .
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FIG. 4. Cumulative distribution function of the amplitude of the exchanged events: the ordinate is the fraction of events whose
amplitude is greater than the value in abscissa. The amplitude is normalized to the corresponding exchange threshold of the detector.

about vetoed events is tracked in the exchanged event lissources, which are not currently modeled.
for diagnostic purposés. The average number of events observed in each (umir
versal time is shown for the five detectors in Fig. 5. All
detectors show an increase in the number of events observed
at certain hours of the day. For AURIGA, EXPLORER, and
The duty cycle of the network has been previously re-NAUTILUS, higher event rates are observed between 5 and
ported in detail[13,19. A graphical representation of the 18 h local time, while for NIOBE between 7 and 16 h local
on-off times of the individual detectors between 1997 andime. Such behavior is consistent with a correlation with hu-
2000 is shown in Fig. 2. During this 4 year period, thereman activity. The event rate for ALLEGRO is almost con-
were 1319 days when at least 1 detector was operating, 7Gfant and shows a small increase between 18 and 23 h local
days with at least 2 detectors in simultaneous operation, 176me. Note that since AURIGA, EXPLORER, and
days with at least 3 detectors and 26 days with at least JAUTILUS are in the same time zone, the rise and fall of
detectors. This time coverage is a consequence of the noevent rates is almost synchronized.
optimal overlap among the operating times of the single de- The average rates of the events exchanged by each detec-
tectors and of their duty cycles, which were included withintor are shown in Fig. 6 as a function of an absolséarch
the 0.9 achieved by ALLEGRO and the 0.3 of AURIGA.  thresholdon the GW amplitude. The search threshold is ap-
The cumulative observation time of each detector versuplied to each event list before performing the coincidence
GW amplitude is shown in Fig. 3. The exchange thresholdsearch described in Sec. Il B. For a given search threshold
of the detectors fluctuated significantly in time for all detec-valueH,, the rate is computed dividing the number of events
tors but ALLEGRO, following the nonstationary behavior of exceedingH, by the observation time during which the ex-
the noise. change threshold of the detector has been lower than
The typical range of the exchanged thresholds was 2—@his procedure is consistent with the data selection we ap-
X 10"# Hz . Neglecting the directional sensitivity of the plied in the multidetector analysis, as described in Sec. Il A.
detector, this range corresponds to a 1-ms burst generated by general, the event rates decrease as the search threshold
(0.02-0.2M, solar masses converted in GWs with isotro- increases because the number of selected events decreases
pic emission at a distance of 10 kpc. With respect to the firsand the selected observation time increases. However, this
IGEC data exchang¢l9], EXPLORER and NAUTILUS can happen in a nonmonotonic way due to the nonstationary
take the opportunity of the relaxed recommendation on théehavior of the noise performances of the detectors. In fact,
average rate of exchanged evefiEs. (2)] and lower the
exchange thresholdrom SNR=5 to about 4.5 The data of 20 ‘ ‘ : : ‘
the other detectors keep the previous exchange thresholc
(SNR=3 for ALLEGRO and NIOBE, SNR5 for 5 4 8 12 16 20 24
AURIGA). The mean rate of events exchanged by _ 40
EXPLORER and NAUTILUS is about 5 times greater than 2 %

C. Data overview

E

in the previous exchange, while for the other detectors it& %% 4 8 12 16 20 24
remains at the same level. %;ﬁg IIIIIIII

The amplitude distributions of the exchanged events areiwo
shown in Fig. 4. At least two distinct regimes are observed in g, 4 8 12 16 20 24
all detectors, though showing a large variability among§150
them: a steep roll-off close to the threshold and an addi- 100Ll..lll.lllllllllllll..i
tional tail dominating at SNR greater than10. The ex- 0 4 8 12 16 20 24
changed events are mostly generated by non-Gaussian nois 2 |

whIIIIII..-.............J

_— 0 4 8 12 16 20 24

6 ) ) ) Universal Time (hour of day)
For instance, the vetoed events have an associated dead time

which have to be taken into account when computing the false FIG. 5. Average rate of exchanged events per each UTC hour of
dismissal of the observatory. In practice this amounts to removing ¢éhe day. From top to bottom: ALLEGRO, AURIGA, EXPLORER,
negligible fraction of the observation time. NAUTILUS, and NIOBE.
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~10°%¢ e g T T T T TS o was provided, independent from the event amplitude.
§ E ¢ e —AL 7 Figures 6 and 7 allow the reader to compare the contribu-
510 L _'_:__"'I‘E‘)'-: ] tions of each detector to the false alarm rate of the observa-
B E —NA tory as a function of the selected threshélgd on GW am-

% C ===NI ] plitude. In this respect, the quality of the detector is given by
210 3 the product of the mean event rate and the mean uncertainty
E E of the ETA, as already discussed in connection with @y.
102:_ i The cleanest detectors have been ALLEGRO and AURIGA

E in the investigated range of GW amplitudes. To be precise,
F the actual false alarm rate of the observatory is not directly
10 - — = 10 related to the mean event rates. Rather it is time by time

10 10 10 proportional to the product of the instantaneous event rates
of the participating detectof21]. Moreover, the dependence
FIG. 6. Average rate of the events exchanged by the detectors & the actual false alarm rate on the uncertainties of the ETA
a function of a thresholéi, on GW amplitude, as described in the is also not simple: since the larger timing uncertainties
text. The minimum threshold plotted for each detector corresponddominate the time window used for the coincidence search
to 10 days of observation time. (see Sec. Il B, the role of the detectors showing the worst
timing performance is enhanced.

as the search threshold increases, the selected observation
time can extend to additional periods of operation character-
ized by worse sensitivity. These periods contribute with a In a time coincidence search, the statistics of the esti-
much higher instantaneous rate of events, given that moshated time of arrival of the events plays a fundamental role.
events appear very close to the exchange thregselel Fig.  In case the event times are random, a Poisson point process
4). Therefore, the mean event rate may increase at somgould fit the data. Actually, the data do not reproduce a
higher search threshold. . homogeneoudi.e., stationary point process, due to the
The mean timing uncertainty; of the exchanged events changing performance of the detector and to the statistics of
is shown in Fig. 7 for each detector as a function of theoutliers. For our purposes, it is enough to check time scales
search threshold. The value a is dominated by the se- below ~1 h, because they are critical for the method imple-
lected events which are closest to the exchange threshold 8fented to estimate the noise backgrousee Sec. 11 D.
the detector. As the threshold increases, the mean timing un- In order to investigate the ETA statistics of IGEC ex-
certainty decreases down to the limit given by the timingchanged data we calculate their correlation histogréons
calibration or resolution of the detectors, which is in thecorrelograms as shown in Fig. 8. Correlograms are histo-
range 1-80 ms. Similarly to Fig. Gr, is a nonmonotonic 9rams of the time lags between ETAs. For a Poisson process
function of the search threshold due to noise being nonst#2N€ expects the histogram to be flat—i.e., without preferred
tionary. For instance, the peak shown by AURIGA datalime delays between eventsee Appendix A for details It
around 10%° Hz * is due to a 1-week period of operation of turns out that the ETAs show relevant autocorre_lanon at
the detector with reduced sensitivity and reduced effectivémall time scales, down to a few seconds. A clustering of the

bandwidth. For the NIOBE data a conservative estimate ofvent time series for all the five IGEC detectors is evident.
The clustering disappears as soon as one looks to the cross-

e correlation properties. This is very relevant for the next

D. Event time series statistics

~ 1 F T T T T T T T T 3
F'g g ! E phase(i.e., coincidence searghbecause if this were not the
= ] case, the output of the empirical method we use to estimate
5’10 Al \w/ the background would be biasésee Sec. 11 D.
gio & o R : E
8 T o R . lll. MULTIPLE DETECTOR ANALYSIS
102 ‘ "\ —AL _ In this section we present the methods implemented by
g : \ AU 3 the IGEC to analyze the exchanged data. The analysis is
C . oo EX based on a time coincidence search among GW candidates,
5l N \‘.‘ —NA - or events, of different detectorsee Sec. Il B. The time
10 L '_20 B —— N coincidence window is varied to get the desired maximum
10 10 " (Hz‘.ﬁ’) probability of false dismissal. We discuss also a test of the

compatibility of the signal amplitude, as estimated by the
FIG. 7. Average standard deviation of the ETA of exchangeddifferent detectorgsee Sec. Il ¢. Prior to the coincidence

events,a,, as a function of a threshold, on GW amplitude, as Se€arch, we apply a data selection procedure which limits the

described in the text. The minimum threshold plotted for each desearch to burst GWs exceeding a specified search threshold

tector corresponds to 10 days of observation time. For NIOBE only(see Sec. Il A. A directional search strategy is implemented

a 1-s upper limit for the time standard deviation is available. as well. The IGEC analysis is then performed as a function
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1
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NI - AL NI - AU NI - EX NI

FIG. 8. Correlogram matrix for the estimated time of arrival of all exchanged events in the years 1997—-2000; all plots are histograms of
the time lags between events in units of countsfdinate vs seconds$abscissa All five autocorrelation histograms of the single detectors
(diagonal plotg show correlation at short time scales, and in three cases these structures dominate by far over the uniform distribution
expected in case of a Poisson process. Despite this, the cross correldgfadiagonal plots show no sign of residual correlation. The
NA-NI cross correlogram is empty because these two detectors had no overlap in their operative time.

of the search threshold value and of the GW direction. The The first step is to specify an absolute threshidid or
main advantages of this procedure are a reduction in the falssearch threshold for the GW amplitude estimates. This
alarm rate and the control of the maximum probability ofthreshold is common to all detectors and sets the lower
false dismissal of any burst GW exceeding the search thresfpound on the amplitude of the target GW population. The
old. The accidental coincidence background has been esfiollowing multiple detector analysis is then repeated system-
mated by applying the same analysis procedures on margfically for different threshold values. o
data sets obtained by shifting the time of the real date The second step is to exclude from the observation time
Sec. Il D). The first relevant result of this analysis is that the ©f €ach detector all ime periods where the exchange thresh-
number of estimated accidental coincidences turns out to bld iS abovethe chosen search threshold. The motivation is

a Poisson random variable. Finally, in Sec. Il E we describd® imit the false dismissal probability of any burst GW of

the statistical method used to set the confidence intervals cfmp"t“de greater than the selected threshold. With this se-

the number of GW bursts detected by the observatory. Thi ection, the det'ect|on efficiency for burst GWs exceedifg
is at least 0.5 in any detector.

methqd |sun|f_|ed and_ ensures the desired coverage of the The third step is to exclude candidate events that
resulting confidence intervals. o o i
low the search threshold. This gives a significant reduction of

the false alarms, while preserving the same minimum detec-
tion efficiency of the previous step. In fact, the exclusion of

Before searching time coincidences, we apply a data sehe lower amplitude events cuts down both the rates and the
lection procedure which limits the search to burst GWs extime uncertainties of the events of each detetsee Figs. 6
ceeding a specified amplitude. and 7.

A. Data selection
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FIG. 9. An example of the selection on AURIGA data for a  FIG. 10. The same data of Fig. 9 but now specialized to a search
search not optimized for a specific GW direction. The continuoudfor gravitational wave bursts from the galactic center. The exchange
gray line shows the amplitude of the exchange threshold; the dotfhreshold(gray line) and eventgdotg have been divided by the
represent the exchanged events vs time. In the dark gray period ramplitude directional sensitivity of the detector to the galactic cen-
data were exchanged. The light gray shaded area shows ther. The resulting amplitudes are in terms of a burst GW from the
amplitude-time regions excluded by the data selection at a seardlactic center. The light gray shaded area shows the amplitude-
threshold H,=3x10"? Hz"!. The observation times with ex- time regions excluded by the data selection at a search threshold
change threshold-3x 10 %! Hz ! are now excluded as well as the H,=3x10 2 Hz 1.
events with amplitude<3x10 ' Hz %,

selection procedure above is applied. The effective observa-

This procedure differs from what have been previouslytion time is reduced with respect to that obtained for a blind
done in the field. The data selection is illustrated in Fig. 9 Search over the sky at the same threshid|dbecause the
with a sample of AURIGA data. In general, a higher searcHoeriods when the detector is not favorably aligned with the
thresholdH, allows new portions of the observation time to Source are removed. Additionally, the set of selected events
be considered, thus increasing the effective observation timés generally different. o _
Moreover, the rate of the selected events will strongly de- As & result, the background noise is reduced while the
pend on the value of the detector exchange threshold witgetection efficiency for the selected direction is preserved. It
respect toH,. In particular, higher rates of events are fa- iS worth noticing that the angular selectivity of any direc-
vored whenever the exchange threshold approaches ari@nal search is quite poor, due to the broadness of the direc-
crosses the search threshold. tional sensitivities of the detectors. For instance, when the

The described data selection is suitable for a blind searcAetector is optimally oriented with respect to the chosen di-
over the sky, irrespective of the source location. In fact, d€ction, any source withir:20° from it is seen with at most
burst GW is seen at each detector with the same amplitudd1% attenuation. o -
given that the antenna patterns are almost coherent. The modulation by the directional sensitivity correlates

It is also possible to implement a directional search stratihe amplitudes of events and exchange thresholds among dif-
egy to optimize the search for a specific GW direction. Thisferent detectors in a much more significant way than any
has been accomplished by modulating the exchanged dagiher observed dally' effe_ct. This modulation produces new
with the directional sensitivity of the detectors. Specifically, Cuts to the observation time and related clusters of events
all exchanged amplitudegevent amplitudes, exchange which are almost synchronized in different detectors. As a
thresholds, etg.are divided by the time-dependent angularconsequence, the probability of coincidences is enh.anced at
sensitivity factor for the specific direction in the sigee Fig.  the edges of the time spans of common observation. The
1). In this way, all amplitudes are given in terms of a bursteffects of this when estimating the rate of accidental coinci-
GW propagating from the selected direction. Figure 1odences is discussed in Sec. Il D. _ _
shows the search for burst GWs from the ga|actic center We note that the false dismissal contributed by this data

direction on the same data set of Fig. 9. Then, the rest of thgelection is at most 50% per each detector for burst GWs of
amplitude exceeding the chosen search threshhld The

overall false dismissal of this multiple detector analysis will

7In some previous analysd8,9], a systematic study has been be_ further increased by the next Mo steps,_namely, the time
made as a function of the amplitude of the events but not of th&oincidence search and the amplitude consistency ofseek
sensitivity of the detectors so as to ensure a minimum detectiofne following sections However, the overall false dismissal
efficiency. In the other§10,11,28, the observation time has been for a burst GW aboved; is under control at least in a con-
selected according to some fixed threshold on the detector noise ag@rvative sense. The optimal rangekf values that would
no common thresholding on the amplitude of events have beegnhance the chances of GW detection will depend also on the
performed. (unknown amplitude distribution and rate of the burst GWs.
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B. Time coincidence search once the members of a set of events are found to be in co-

Two events from different detectors are defined to be ir{ncidence, one can test if the differences of their estimated

coincidence if their estimated times of arrivalandt; are amplitudes are consis'tent with zero within a chosen confi-
compatible within their variances? and o?: dence Ievel.' The goal isto lower the false aIar.ms by remov-
i j ing the accidental coincidences whose amplitudes are not

_ _ R consistent. The test we implemented is similar to the condi-
It ti|$At”_(kVUti+Ut1+AtmaX)' 4 tion described above to define a time coincidehtietakes

. o . . _into account both the variances and the fourth central
whereAt;; is the coincidence window ankit .., is the maxi- '

. . . (4) i i
mum expected light travel time between the detectbtg.is ~ MOMeNtua of the 'est|mated amplitude of the evems,
computed according to the desired probability of false diswhich are included in the current IGEC exchange protocol.

missal by settingk through a Bienaymd@chebyscheff in- Two events from different detectors have consistent am-
equality. plitudes if
Specifically, the probability to miss a coincidence because _
of the uncertainties in the ETA is |Ai—A[<AA;+AA+AA;, ®)
FD=P{|t;—t;|=At;}, where
which in turn is upper bounded by . UE\QLU/ZA] . M(A‘:)ﬂLM(A?ﬂL G‘Tf\i‘f/ij
AA;;=min ,
: Pa Pa

1
FDsP{|ti—tJ-|>kw/at2i+at2j <z=Pr, (4) . . o
and AA, are the systematic amplitude calibration errors of
whereP; is the maximum false dismissal probability chosenthe detectorsP, is the r_equired co_nservative false dismissal
for the coincidence seardisee Appendix B The resulting of the test for a com_C|dence vv_h|ch corresponds to a burst
coincidence window changes for each couple of events ac@W- The two alternative terms in curly brackets come from
cording to their ETA variances. the B|enaymenequallty of second gnd fourth order, respec-
This procedure ensures that the required maximum falsBvely, applied to the random variabld;—A;. The more
dismissal probability is met regardless of the distribution ofStringent of them is chosen time by tintgee Appendix &
the estimated arrival time uncertainties. In fact, it is not pos- _1he general Bienaymiaequality is used because the am-
sible in general to approximate the ETA statistics as Gausdllitude noise d|str|put|_qns of the (_jetectors were not Gaussian
ian, due to either the intrinsic narrow bandwidth of the de-Of modeled for a significant fraction of the observation time.
tectors or their limited time resolution. For instance, in theThiS test is conservative and provides a less stringent re-
AURIGA data the time accuracy has been 1 ms and the timgoval of false alarms at low SNR a_m_plltudes with respect to
uncertainty distribution is multimoddl23] at the SNR of tests_based on some mo.deled. statistics. Instead, at high SNR
interest. The ETA standard deviation is then dependent ofmplitudes the systematic calibration errors, 10% for all de-
the SNR of the event. We note thas> At,.is the standard ~ tectors, dominate ovekA;; . . _ _
condition in these IGEC data. For comparison, the previous | he efficiency of the false alarm rejection of this ampli-
IGEC preliminary analysi§12] has been performed with a tude consistency test was found to be strongly dependent on
fixed value for the coincidence time window and thereforethe search threshold. The false alarms were significantly re-
only a vague indication of the false dismissal was possible duced only at high thresholds;>1x 10> Hz"*. This is
The implemented coincidence search allows one event tgu€ t© two concurrent facts. First of all, the implemented
be in coincidence with more than one event in the othefdata selection forces most of the events to have similar am-
detector. A coincidence in more than two detectors has tdlitudes, since they are constrained from below by the im-
satisfy Eq.(3) for all combinations of detector pairs, and the Posed search threshold and from above by the steep slope of
resulting conservative false dismissal has to take into ache amplitude distributioriFig. 4). Therefore, the data pre-
count the number of such required conditions. The same timBrocessing itself provides an implicit rejection of most of the
coincidence search algorithm has been applied both to act@Vents in coincidence which show nonconsistent amplitudes.
ally search for burst GWs and to estimate the corresponding€cond, the efficiency of the test is greater at high SNR

number of accidentalgsee Sec. 111 D. amplitudes, because there the amplitude differences of acci-
The choice of the conservative false dismisBaldue to ~ dental events can be larger in terms of standard deviations.
the coincidence search can be optimizeee Appendix B It As a result, the test turned out to be convenient only at

turns out thatP; should be set between 30% and 5% tohigh search thresholds and with values of conservative false

achieve a satisfactory balance between false alarm and fal§ésmissalP,<<30%. On the contrary, at low thresholds the
dismissal probabilities in a twofold coincidence search. ~ Implementation of the test is disadvantageous because the

C. Amplitude consistency check . . . . .
P y 8Different amplitude consistency tests has been applied to coinci-

The estimated amplitude of a burst GW is affected by thaelence searches with other data sets. The procedures and the results
systematic and statistical uncertainties of the detector. Henceye reported in Ref$11,26,31.
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increase in the false dismissal is not balanced by a sufficien ,,,
false alarm reduction. For the results described in this paper
the application of this amplitude consistency test did not add &

new significant information. s

counts

401

D. Background estimation
20

In order to assess the statistical significance of the numbe
of detected coincidences, a reliable estimate of the of————"—" ——— _— — =/ —— 1
background—i.e., the number of coincidences that have bee SSlBsREaE
found by chance—is needed. The ideal approach would be to
obtain new independent data sets from a population with the FIG. 11. Sample of the histogram of the background coinci-
same statistics, but with all GW sources switched off, todences obtained by the time shift method with a superimposed Pois-

repeat the search procedure and then to compare the statisti® fit. The plot shows the shifted coincidences between EX-

of the found coincidences with those obtained from the origi-~ “ORER and NAUTILUS searched witR;=5%, P,=0, and

nal sample search threshold of 5.6210 2 Hz™ * without optimizing for a GW

A Lo - .
If the ergodic hypothesis applies to our data, a goo({ilrectlon. The one taik? probability of the sample is 0.7. The?

method to create an independent data sample is to perform estis pe_rforme(_j only on the histogram bins with at least 10 counts.
. . . . The maximum time shift reachei5000 s in 10-s steps.
relative translation of the time coordinate of the data ex-
changed by different detectors. This operation preserves the
statistics of the single event lishverage number of events, this result. This requirement is met when the event lists are
instantaneous rate fluctuations, autocorrelation of eventot cross correlated within time scales up to the maximum
times, etc.. The coincidence counts found on time shifted applied time shift.
data sets are independent as long as the applied time delaysWhen performing a search optimized to a specific direc-
are longer than the maximum time window used in the cotion (Sec. Il A), we pointed out the additional problem re-
incidence search. It is reasonable to assume that the GVdted to the appearance of clusters of events at times corre-
events are a negligible fraction of thatal number of events lated in different detectors. In this case the key for a
at each detector and therefore the GW events will not affecsuccessful estimation of the background has been to time
the coincidences within the shifted data sets. This empirica$hift the datébeforeapplying the amplitude modulation.
method has been widely used in the fiéttte, for instance, In this analysis, the number of tested time-shifted con-
[8—12]). We remark that this framework allows us to only figurations for a pair of detectors f$s~1000. This number
estimate the level of the coincidence background, but not tés limited by two requirements. The first is to keep the shift
distinguish between coincidences due to GWs and those duep larger than the longer time window used for coincidence
to other common sources. search. On the other hand, the maximum delay has to be
There are a number of technical subtleties to address iamall enough to keep stationary the random variable number
order to give a complete description of the way this methodf accidental coincidences. The maximum time shift has
has been practically implemented in this analysis. One issueeen limited to~5x10° s and the shift steps has been be-
regards the common observation time of each time shiftetiveen 5 and 15 s.
configuration, i.e., the collective length of the time spans The easiest way to check the Poisson statistics and the
after the data selection phase. In fact, in case of significarindependence of the background samples is to create an his-
changes of the shifted observation time one should considéogram of the number of coincidences found at each time
the rates rather than the counts of accidental coincidencesshift and fit it to a Poisson density function. Figure 11 shows
but then the statistics of this random variable is no longethe agreement of the background statistics to the model for a
Poissonian. sample configuration. To test the goodness of the Poisson fits
Another crucial issue is to check the statistics of the backwe applied chi-square tests whenever the histograms of the
ground, especially in IGEC data, since the statistics of thdackground counts were sufficiently populated. The prob-
event time series of each detector shows evidence for aut@bility of getting a chi square greater than the observed value
correlation at small time scalésee Fig. 8 We require that has to be a sample of a uniform density between 0 and 1 if
the statistics of the coincidence background estimates bihe performed fit is good. This has been actually confirmed,
Poissonian and stationary for any applied time shift, as iss shown by the histogram of the resulting one-tail chi-
expected if the coincidence time series can be modeled by square probabilities shown in Fig. 12; therefore, we can con-
Poisson point process. In fact, this is the model we use ilude that no deviations of the background estimates from
Sec. Il E to estimate the statistical significance of the foundhe expected Poisson statistics are observed.
coincidences with respect to the background. Note that the We remark that this is a quite relevant result, since in our
instantaneous coincidence rate may be also time varyingase the single event lists showed evident autocorrelation at
(i.e., nonhomogeneoysand still the coincidence counts in a short time scale¢see Fig. 8 and since the GW search from
fixed time span of a shifted configuration would be a samplea specific direction brings in a significant correlation of the
of a Poisson random variable. Independefice, random- selected event rates in different detectors, as described in
nes$ of successive coincidence times is the key to guarante8ec. Ill A. As a consequence, we have been able to use all
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The intervals defined as such have nice propeft2&s.
1| First, they are naturally bound to the physical domain. More-
over, they include the most likely estimate of the number of
detected GWSs, which is zero when the expected background
exceeds the found number of coincidences. Such most likely
confidence intervals are also theost crediblein the Baye-
sian framework assuming a uniform prior fiir, =0. How-
o1 02 o3 osa o5 o8 o7 o8 o9 1 ever, when the value for the likelihood integtak properly
one-tail 2 probability chosen, the resulting interval has also a well-defined mini-
mum frequentist coverage. From numerical computations it
FIG. 12. Histogram of the significance level of the goodness-oftyrns out that =0.94 and =0.97 guarantee the coverage to
the-fit test for the Poisson model of the background estim@tes e at least 0.90 and 0.95 respectively. By taking into account
tail x* probabilities. The x* test has been performed on all the e effective observation time, the confidence intervals can
configurations of .the observatory which e.nsured at 'e.aSt one Olegre\bee expressed in terms of the Poisson rate of detected GWs.
of freedom(see Fig. 1L The plotted data include configurations of The overcoverage ensured by this unified method is quite

different detectors with different search threshold values and same, . .
conservative false dismissal of the coincidence searBh ( significant for true GW rates much less than the background

=59%,P,=0), without optimizing for a GW direction. The maxi- rate. In particular, in case the true value is exactly Zerdl
mum time shift reached 5000 s in 10-s steps. The histogram is welffypothesis the complement of the coverage to unity can be
described by a uniform distribution, so we can conclude thagthe interpreted as the false detection probability, and it is lower
tests give results consistent with a general agreement of the backhan ~4.5% and~2.3% when the conservative coverage is
ground statistics to the Poisson model. respectively 0.90 and 0.95.

counts
© 4w A 0O N ®

the available data to set confidence intervals on the detected
GW with the procedure described in the following section. IV. RESULTS
E. Seiting confidence intervals on detected GWs The IGEC observations have been analyzed both by per-
The found number of coincidences and the expected bacKerming a blind search over the skwithout selecting a spe-
ground are compared under the hypothesis of a superineific GW direction and by optimizing the search for burst
posed homogeneous Poisson rate of detected GW signalsws from the galactic center direction. In the first case the
The results are then expressed as confidence intervals cofesults refer to the amplitude component of the burst GWs
taining the true rate of detected GWs with a given probabil-zjong the detector axes. In the second case the results are
ity, i.e., assuring a givenoverage The procedure we adopt given in terms of the amplitude of a burst GW from the
to set confidence intervals follows the track of previouslygjactic center. In both cases, only the polarization compo-
reportedunified methods[24,25. The results will be inter- . along the bar axis is considered.
preted either as upper limits or as evidence for detection i \ya gefine the operating time of a particutamfiguration

case the confidence _mtervals include or not j[he. null result. of detectors to be the subset of the network operation periods
We assume a Poisson model for the coincidence back

— ) ] When only the detectors of this configuration are simulta-
ground, whose expected numiéyis estimated as described peqysly operative. The main advantage of this procedure is
in the previous subsection. Having observed a number

o P : %hat the results from different configurations are then auto-
actual coincidencehl;, the Ilkel|hqod function of the aver- matically independentsince they refer to disjoint observa-
age number of detected GWN, , is tion times. We remark that the operating times of the con-

P (ﬁ Ny if N =0 fig_urgtions depend_on the sea_rch th_resr(tslele Sec. lllA.
¢(N,;N.,N,)= Net Wb T A AT (6)  Within IGEC, 18 different configurations of detectors have
0 if N,<O, been operating during 1997-2000: 9 pairs, 7 triples and 2
fourfold configurations. The multi-detector data analysis has
been performed separately for each configuration as a func-
o 1 _ tion of the search thresholH; in the range 2-50
P (Np+Np)= 57 (Np+ NN~ (No*No) - (7) X107 # Hz L, .
c In order to synthesize the overall result of the observatory
Then the confidence interval is defined by integrating the?t €ach threshold value, we sum the observation times, coin-
likelihood over the smaller domaifiNi—Ng,] which en- cidence counts, and t?ackgro_unds over all the configurations
sures that the integral amounts to a specified vélue f’it the samed;. A confldenc-e interval of the whole network
is then recomputed accordingly for ealdh.
Iz[ fo ¢(N)dN

where

- sup We report a synthesis of the resultsumber of coinci-
N, ¢(N)dN. ® dences, background, observation time, confidence interval on

inf
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FIG. 13. Upper limit for the rate of the burst GWs detected by  FIG. 14. Same as Fig. 13, but specialized for the rate of burst
the observatory as a function of the amplitude search thresfiald GWs from the galactic center direction. The Fourier amplitude in
No directional search has been appligé., blind search over the abscissa refers to the amplitude of a burst GW from the galactic
sky). The Fourier amplitude in abscissa refers to the component ofenter direction with optimal polarization with respect to the detec-
a burst GW along the axes of the detectors. The dashed regidwors.
above the solid line is excluded with at least 95% probability. The
uncertainties on the estimated background affect neglibly the plot;

ted curve. The time window for the coincidence search has beeﬂas been numerically computed by simulating the procedure

selected to limit the related false dismissal probability to at mostto set confidence mterva(sge Sec._III EAsa r(_asult of thg .
5% and no test on the amplitude consistency between events hQ¥ercoverage of these confidence intervals, this probability is
been applied. The maximum amplitude systematic error related tg/ways smaller than the maximum false dismissal associated
the calibrations of the detectors is shown as the error bar parallel t# the interval, i.e., + coverage especially at low back-
the abscissa. ground levels. Specifically, when the accidental coincidences

are N,=1, the expected number of false alarms oscillates
. . ) around~3% and~1.5%, respectively, for maximum false
detected GWsfor each configuration of detectors and inves- gismissal values of 10% and 5%. This means that false

tigated threshold value in Appendix C. The results dependyjarms of the order of one every 80 70) independent trials
also on the choice of the parameters of the analysis, namel . o . -
re the rule in case di,=1. Instead, in the limit of low

the false dismissal on the time coincidence search, the fals

dismissal on amplitude consistency of events in coincidence?ackground, i.e.N,<0.01, the false alarm probability turns

the selection of a direction in the sky, and the required coneut to beN,, regardless of the required coverage. Therefore

servative probability, ocoverage of the confidence inter- no false alarms are expected for the configurations showing

vals. low enough background levels. These predictions on false
The results obtained at each threshold value are cumulaiarms obtained by numerical simulations have also been

tive: i.e., they apply to detected burst GWs whose amp”tude§onfirmed by an independent empirica| metf(ede Appen_

are =H,. This is a consequence of the data selection degjx C).

scribed in Sec. Il A. In particular, an upper limit set at some g statistical evidence for detected GWs has been found.

thresholdH, is valid with the same conservative coverage for |, fact, on the one hand, the null result is always included in

any higher threshold. the confidence intervals corresponding to low background

levels, such as those related to threefold and fourfold con-
figurations of detectors. On the other side, the total number
A. No statistical evidence for detected GWs of detections is consistent with the total number of expected
false alarms. For the many trials reported in Appendix C, the
The overall results over the entire time span 1997_200§xpectedfound} total numbers of false alarms for the galac-
are well in agreement with the estimated background. In factiC center search are 32} and 1.7{0} for 0.9 and 0.95
the resulting confidence intervals on the number of detecteBOVerages, respectively. For the blind search over the sky
GW signals include the null result in almost all the manythese numbers are 2{8} and 1.4{2}.
trials performedsee Appendix € Only a few twofold con- With at least three IGEC detectors in simultaneous opera-
figurations give GW detections for some specific values ofion the false alarms are extremely rare even at search thresh-
the parameters of the analysis. We will show, however, tha@lds H; close to the exchange thresholds of the single detec-
the relative frequency of these cases is well accounted for biors. So even after many years of observation time, such
the probability of false alarm, i.e., of getting by chance aconfigurations would allow one to easily identify any de-
detection in case no GW were present in the data. tected GW. Instead, in the case of a twofold coincidence
The probability that a confidence interval may fail to in- search, the false alarms populate the achieved observation
clude the null result in case no GWs are present in the datame up to high search thresholddd, <10 2°Hz 1.
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B. Upper limit on the rate of detected GWs the scope of the present paper. Here we set conservative

The resulting IGEC observations can be synthesized by aflétection efficiencies of the data analysis procedures.
upper limit on the rate of detected burst GWs, modeled as a 1he main progresses over the first IGEC analys®j rely
Poisson point process with constant rate. This upper limit a8N the optimization with respect to amplitude and direction
a function of the signal search threshold is given in Figs. 13°f the GWs, on the balance between false dismissal probabil-

and 14 for a search not optimized for any specific directiody @nd false alarm background, on the assessment of the
statistical coverage of the upper limits and on the more ex-

and optimized for the galactic center direction, respectively: S >
These upper limits are based on the confidence intervals ¢gnded observation time. The recent findings from the NAU-

the network, computed from the sums of the dathserva- 1/LUS and EXPLORER 2001 daf@6] cannot be compared
tion times, coincidence counts, and backgrouoflall con- ~ With the results of the analysis presented in this paper, as
figurations per each threshold value. The plotted uppeth€y relate to detectors runs with higher sensitivity.
bounds have a probability of at least 95% to be greater than Ve remind the reader once more that we are giving to the
the actual GW rate value, so that the dashed region is exonfidence intervals a frequentist statistical interpretation:
cluded with the same confidence. The lower limits of thethey are determined to the best of our knowledge in order to
confidence intervals are all at null GW rate, but one per eacinclude the actual value of the detected GW rate with a rela-
type of searchgalactic center and blindThese detections tive frequency givemn averagedy the chosen coverage. The
can, however, be explained as expected false aldeme method and the likelihood from which the confidence inter-
previous section and Appendix @nd do not affect the upper vals are computed are described in Sec. Il E. An alternative
limits shown in the figures. approach based on the Bayesian framework can be followed
The upper bounds set by the network show in a few casefr the data analysis. Section Il E gives all the necessary
higher GW rates at higher thresholds than at lower thresholdgformation, in particular the most credible intervals assum-
(see Appendix € This happens for the same reason whyjng g uniform prior. These credible intervals would result
Figs. 6 and 7 may show increasing event rates and timingjmijar to the ones we presented, but the value for their con-
errors asH; increases. In these cases, we chose to considgljence and its interpretation would be different. For in-
the most stringent upper bound value, on the bas_ls of the fe_1 ance, the presented confidence intervals with 90% coverage
that an upper limit computed at some threshold is also vali ould also be the most credible intervals with degree of

for. any higher value of the threshold—as already remarkedbelief of 94%, but different priors can be used as well
This choice introduces a marginal bias on the stated coverage IGEC ampiitude data are in terms of the Eourier cdmpo-

close to the plotted upper bounds. . . :
The resultrs), of the l:?l?nd search, Fig. 13, show a flat uppepentH of the strain amplitudé of the GW burst signal. The
! ! relation betweerh andH depends on the specific model of

limit on the GW rate at high search thresholds, ; . . ey
~10"29 Hz" 1 where no coincidences have been found. Thiss'gnal shape. For instance, for a signal consisting of one
' sinusoidal cycle of 1-ms perioti=(2x10® Hz)XH. For

rate is determined by thital observation time of the net- \ e
work at those search thresholds,,, and takes into account such a source located at the galactic center and emitting iso-
the conservative false dismissal of the time coincidencdropically, the estlmatejjnmazss converted in GWs would be
search. Specifically, the rate is given I/(TosC.Ly),  ~0.0IMeX(H/1.5X10™ s)".

where C.L, is the confidence level of the time coincidence The exchanged IGEC data do not allow the measurement
search procedure, CJl=0.95 for the data plotted, and the Of the light travel time of GW signals among the detector
factor F depends on the required coverafes 3.6 for 0.95  sites. In particular, past IGEC observations cannot resolve
probability. The confidence intervals on the rate widen athe GW direction. This capability will be achieved when up-
intermediate search thresholds mainly because of the pre§raded detectors will demonstrate wider sensitivity band-
ence of accidental coincidences. At<3x 10 2! Hz ! the  widths, much greater than 10 Hz and will implement signal
upper limit sharply increases because of the correspondin@cqwsmon and filtering ensuring sgbmillisecond time reso-
cutoff on the observation time. The results referred to thdution[23]. In fact, under these conditions, we expect that the
galactic center direction, Fig. 14, show a similar behavioroverall uncertainties in estimated arrival time of the events
smoothed by the effect of the modulation of the directionalwill be much smaller than the light travel time between de-

sensitivity of the detectors. The relevant data are also tabjector sites. Progress in this respect has been recently
lated in Appendix C. achieved 27] and is expected for the next runs of bar detec-

tors[27,2§.
C. Final remarks
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APPENDIX B: TESTING COINCIDENCES

AND FALSE DISMISSAL
APPENDIX A:  TIME SERIES AND CORRELOGRAMS

) ) ) In order to check if event times and amplitudes in differ-
Given two uniform and uncorrelated random point pro-gn; getectors are consistent with a common GW signal, we
cesses{t'ln}ier\: and{ty}; ., the set of ordered time differ- yse the Bienaynie inequality [29].
ences{A'J:t'l—th}til>t12 between all possible pairs is de-  We recall that for a random variablewith mean 7, the
scribed by a uniform distribution. This can be displayed byabsolute value of the residual wivith respect to is greater
projecting all values ifAl} onto a histogram. The bin con- thane with probability P, given by
tent is thetotal number of points of the original process
{tL} . that fall within a range(equal to the bin sizeat a
specified time lag from each of the points in the series E{|x—»|"}
{ti}i .n. As the two series are independent, this number is a P{lx=n[=e}= no
1fieN y &
Poisson variable, and its average value is bilinear in the num-
ber of events it} }; . and{t,};.~. We call the histogram

of generalized delays between points from different series Q’chebyscheff’s inequality is a special case for2. This

P |
cross'correlograrmnd aself-correlogramif t;=t;. ._inequality holds true for any statistics @f as long as the
This representation has several advantages over a Stra'grf'ﬁ'oments exist
forward simple histogram of the time delays betwseances- )
sive points when it is applied to a Poisson point process. A

simple time delay histogram describes the first order stati

tics %n%’ fc;r %perfectly homogtlendeous Pcfnssqn poEt ProCeSRyvert this inequality to compute given P, choosing the
would be fit by an exponential density function. However, .\« convenient orden. Here s can be conveniently ex-

this no longer holds true if the rate of the point process variegy o qseq in terms of the standard deviation and a nondimen-
with time. In addition, any phase correlation at time Iagsscijpnal multiplier, i.e..s =k

longer t.rllandthe.favderaAge tI:(me selparauon IS shmearr:ad %Ut gn The IGEC exchanged data provide the variance of the
not easily identified. A self-correlogram, on the other hand, stimated arrival time of the events as well as the central

reta‘_”s much more i_r1forrr_1ati_on abc_)L_Jt the autocor_relati_on %homents of second and fourth order of the amplitude noise
the time series and is quite insensitive to fluctuations in theyisinytion. To test the consistency of two values measured
ARith different detectors we apply Bienayménequality to

the range of the correlogram. the random variable; —x;, which, in the case of events

For Instance, consider a nonhomogenequs Paisson po'BEnerated by the same GW excitation, has a zero mean, vari-
process, with a rate, for the first half of the time and a rate 4)_

\, for the other half. Its first order delay histogram is the 2NCE, i =7 Ué oj, and fourth momentu;;”=u;
sum of two different exponential distributions, while the self-

(B1)

where E{|x— 5|"} is the nth absolute central moment &f

When testing thay is the mean value? is the conserva-
ive probability of false dismissal, i.e., of rejecting the hy-
pothesis even though it is true. Concerning our analysis, we

+ul+60%07, of and u{” being the second and fourth
correlogram is still flalbeing the sum of two flat distribu- C'der moments of thf‘nh ((jne)tegtor. Then, EqBI) reduces to
tions). If on top of the random process we add a periodicP{|Xi—Xj|=koij}<k™"u;"/ofj and the coincidence test
series with constant rate,<\, A,, then it would be barely |Xi—j|<ka;; is passed with the required maximum false
discernible in the first order histogram, while in the self- dismissal probability if we setk="/(u{"/cf)/P, where
correlogram it would appear as a sharp peak &p 1/ the ordern is used, which gives the most stringent check
The cross correlation of two time series is related to the(given that moments of order>2 are available
expected background due to accidental coincidences. If a bin Regarding the value of the false dismis&althere is an
of the cross correlogram has widtihand is centered at time optimal choice to maximize the chances of GW detection.
lag At, then the counts inside this bin are proportional to theThe valueP+ used for comparison of event times, E¢3)
number of coincidences one would find after a time shift ofand(4), was chosen in order to balance between the conser-
one series by- At and with time window aperturdt. vative probability of detection of a GW coincidence, 1
When the cross correlogram is not flat in a certain range- P+, and the related accidentals, whose number is propor-
of lags, this means that the statistics of the estimated backional to the time window used for the coincidence search
ground coincidence counts is not Poisson. Deviations fronand therefore t(P;l’z. High values forP; make the coinci-
flatness would suggest a correlation of the rate of the pointlence search less efficient, since its efficiency decreases
processes, either because of a common drive acting on moreore rapidly than the related background. On the contrary,
than one detector or because of different local signals, bugettingP+ significantly below 5% has the drawback of gain-
with the same periodic characteristics. A similar featureing too little in terms of detection probability, while increas-
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ing significantly the expected false alarms and their fluctuathresholdH, in each table are independent, since they refer
tions. The choiceP+=30% would maximize precisely the to mutually disjoint time spans.

ratio of the(conservativedetection efficiency and the corre- (2) Moving toward highH,, as soon as no coincidences
sponding number of accidental coincidences. However, whagre found and the observation time saturates to 100%, the
one should really care is the uncertainty due to Poisson fluGesylts of each configuration do not depend anymoréipn
tuations of the background rather than the average backfor this reason we simplified the Table Il at high).

ground itself. The contribution of these fluctuations when (3) The correlation among outcomes found at different
setting a confidence interval depends in a weaker walon  5mpitudes can be anything from zero to one. For instance, in
(approximately it is given by the square root of the averagérapie | stepping from 3.16 to 3.5510 2° Hz ! the total

backgroungl In the end, this would favor lower values for coincidence count is the sani,=8, but only 2 are in com-

P+, and the optimal choice is expected to be around 5%—mon

10%. These expectations were confirmed by drawing the fi- : . . .
X . (4) The correlation between the single configuration out-
nal results for different choices &fr. . .
comes and the relatedtal line can also vary, depending on
the relative weight of the configurations in the sum. In case
the total background counts are mostly due to a particular
APPENDIX C:  ANALYTIC TABLES OF COINCIDENCE configuration, then théotal is quite correlated with it, and
COUNTS AND BACKGROUND ESTIMATES therefore the total does not to add much information. On the
other hand, when a few expected total counts are spread in a

In the following the reader can find more detailed infor- balanced way among all configurations, then each of them

mation on the many analyses performed in this IGEC searci"@/ Well end up showing a coincidence even if its specific
These trials differ for the directional searaione in Table I, Packground is low. These configurations count as many in-
optimization for the galactic center direction in TableJfor ~ dependent trials. Therefore, one should not make the mistake
the investigated values of the GW amplitude threshidl|d of selectl_ng just those where a coincidence was found, be-
and for the configurations of the netwotthere where at cause this would lead to a biased result. Instead, only the
most 18 disjoint choices of detectors, plus tin¢al lines, totalline for that threshold should be considered in this case.
which synthetize the results of all configurations at the same For all these reasons, the sparse hints of detection that can
threshold. For each trial we report the observation time, thebe found here and there in the tables have to be criticized
corresponding coincidence counts and the background esfirom a statistical point of view. In particular, we shall discuss
mates. From these data and assuming that the bursts can e specific cases in more detail.
modeled as a Poisson point process, we compute the confi- The only positive result in aotal line of Table Il is at
dence intervals on the average number of GW bursts tha#,=3.98<10 2 Hz"! and seems to confirm the detection
possibly occurred within that time spasee Sec. lllE They  suggested by the line EX-NI at the same amplitude. How-
are reported in the last two columns of the tables for twoever, when correctly computing the conditioned probability
different values of the minimum coverage: namely, 90%that thetotal line is positive whenN (Ex-N1)=14 is ob-
and 95%. _ _ served, we find it is as high as 54% at 95% coverage. There-
Almost all of the computed confidence intervals cover theore we shall not claim a detection for thistal line more
null result and therefore, at first glance, there is no strongy,n we would because of the single EX-NI result, and we

evidence for GW detection. In order to be quantitative in th|sare already aware of its small significance, considering the

conplusmn, we should undergo the not-so-easy tas.k of eStb'veraII num-ber of expected false detections over the single
mating how manyfalse detectionsve should expect in the anfigurations

tables. To do this, one has to consider the exact coverage 0 In_ Table Il the onlv detection are atd.—3.98
the confidence intervals for the specific case of no GW_ ~ ;"7 y . Lo
present in the data, rather than the stated conservative cof—10 Hz = o detectlons at d|ﬁergnt configurations
erage, which is the minimum ensured coverage over any podo" 0.9 coverage and a detection at th&al line for both 09
sible number of detected GWs. Second, one must also undei!d 0.95 coverage. In order to compute the probability of
stand which lines in the tables are really independent angetting a similar result by chance, we devised an empirical
which ones are not. method[30] based on the information available from the
As already remarked in Sec. IV A, the false alarm prob-time shifts estimates of the accidental coinciderisee Sec.
ability is much smaller than the conservative false dismissallll D). We built 1000 independent tables of results obtained
Considering the results on the whole, the number of detedrom the samples of time shifted data, and we used the re-
tions found are in agreement with the false detections, presulting statistics of detections as reference for the false
dicted by summing up the expected false alarm probability oklarms. The overall number of detections confirm the predic-
the hundreds of lines in the tables. We must be careful irions reported in Sec. IV A. Moreover, the false alarm prob-
drawing the conclusions, because the trials we are summingpility to show detections in at least otwtal line is 0.55 and
on are not completely independent. The following remarks.33 for 0.9 and 0.95 coverages, respectively. The probability
help to get an idea of the degree of correlation among differof getting at least two detections at the same threshold value
ent lines in the tables. is 0.15 at 0.9 coverage. All probabilities are therefore well in
(1) The configurations of detectors at the same searchgreement with no GW detection.
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TABLE Il. Results of the time coincidence search analysis for all the disjoint configurations of detectors
whose observation time has been greater than 1 day. No directional search has been implemented. The
coincidence search has been performed with a conservative false dismissal of 5%. The estimated average
background\, S;?A, is reported together with its uncertainty, given either as 5% and 95% percentiles or as an
90% upper bound. When followed by the symbolthe bound has to be read as a conservative upper limit
(the actual upper bound is loweiWhere the symbol—appears, there is no available estimate of the average
background, though it does not affect the related confidence intervals because in these cases there were no
found coincidences. For each search threshé|d the bottomtotal line summarizes the results, and is
obtained by summing over all configurations the observation Tiggg the number of coincidences,, and
the backgroun(ﬂtJ gg/g/o In the last two columns, the confidence intervals on the average number of detected
GWs are reported for 90% and 95% conservative coverage. Above the search threshold value 3

X 10729 Hz ! the results do not change.

confidence interval

H X107 Tobs -

(Hz™h config (days N, N 3a0 90% 95%
2.00 AU-NA 4.2 0 0.4" 535 0-2.9 0-3.6
2.24 AU-NA 6.9 0 0.4°3533 0-2.9 0-3.6
2.51 AU-NA 10.9 1 0.5' 0037 0-4.2 0-5
2.82 AL-NA 53.7 8 7.9°312 0-7.3 0-8.6

AL-AU 38.9 2 2.9"0.089 0-4.3 0-5.2
AU-NA 12.0 1 0.670% 0-4.1 0-5
AL-AU-NA 5.9 0 4.9 34x 10 0-2.9 0-3.6

EX-NA 1.7 0 0.2°9923 0-2.9 0-3.6
AU-EX 1.6 0 0.3"5%3 0-2.9 0-3.6
total 113.7 11 12015 0-7.6 0-9
3.16 AL-NA 165.6 4 3.6°0.509 0-5.9 0-7
AL-AU 115.7 2 1.879069 0-4.7 0-5.7
AL-AU-NA 24.6 0 3.9°3 ,x10°4 0-2.9 0-3.6
AL-EX 6.5 0 0.370028 0-2.9 0-3.6
AU-EX 5.4 0 0.9°05% 0-2.9 0-3.6
AL-AU-EX 31 0 2.9°25x10°* 0-2.9 0-3.6
EX-NI 2.9 1 1570064 0-3.8 0-4.6
EX-NA 2.7 1 0.5 39% 0-4.2 0-5
AU-NA 1.8 0 6.1'13x 102 0-2.9 0-3.6
AL-AU-NI 1.2 0 <1.8X10™ % 0-2.9 0-3.6
AL-NI 1.0 0 4.8 13x10°? 0-2.9 0-3.6
total 330.3 8 87015 0-6.8 0-8.1
3.55 AL-NA 180.3 0 0.5 305 0-2.9 0-3.6
AL-AU 120.1 0 8.1712x 102 0-2.9 0-3.6
AL-AU-NA 28.3 0 2.925x10°* 0-2.9 0-3.6
AL-EX 14.4 2 7.6 16x10°2 0.25-6.1 0.15-7
AU-EX 10.4 1 0.9°9%, 0-4 0-4.8
EX-NI 8.8 3 41701 0-4.7 0-5.7
AL-AU-EX 8.0 0 <1.8X10™ % 0-2.9 0-3.6
AL-AU-NI 45 0 <1.8X10 % 0-2.9 0-3.6
EX-NA 4.4 2 1.24 358 0-5.1 0-6
AU-NA 2.3 0 5.1713x10 2 0-2.9 0-3.6
AL-NI 2.3 0 1.2"5225x 1072 0-2.9 0-3.6
AU-NI 1.5 0 0.170019 0-2.9 0-3.6
AL-EX-NA 1.4 0 <1.8X10 % 0-2.9 0-3.6
total 386.6 8 72014 0-7.7 0-9
3.75 AL-NA 186.6 0 0.3°0.555 0-2.9 0-3.6
AL-AU 117.9 0 2.470:18x 1072 0-2.9 0-3.6
AL-AU-NA 28.9 0 <1.8x10 ** 0-2.9 0-3.6
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confidence interval

H X107 Tobs
(Hz™Y config (days N, Np 52, 90% 95%
AL-EX 19.7 0 5.1713x 1072 0-2.9 0-3.6
EX-NI 13.7 6 6.2°013 0-6.4 0-7.6
AU-EX 12.3 1 0.5 008 0-4.2 0-5
AL-AU-EX 11.1 0 <3.3x107% 0-2.9 0-3.6
EX-NA 5.6 2 1.6'0088 0-4.8 0-5.8
AL-AU-NI 5.6 0 <1.8X10 % 0-2.9 0-3.6
AL-NI 3.3 0 1.17522x 1072 0-2.9 0-3.6
AL-EX-NA 2.8 0 <1.8X10 % 0-2.9 0-3.6
AU-NA 2.4 0 3.47038x 1072 0-2.9 0-3.6
AU-NI 2.0 0 0.1°90:8 0-2.9 0-3.6
AL-AU-EX-NA 1.8 0 — 0-2.9 0-3.6
total 413.4 9 8.9016 0-7.6 0-8.9
3.98 AL-NA 191.9 0 0.3°9057 0-2.9 0-3.6
AL-AU 109.0 0 1.2°035x 1072 0-2.9 0-3.6
AL-AU-NA 29.4 0 <1.8X10 % 0-2.9 0-3.6
AL-EX 26.3 0 37381072 0-2.9 0-3.6
EX-NI 20.1 14 7.6°314 0.6-14 0.013-16
AL-AU-EX 14.0 0 <1.8X10 % 0-2.9 0-3.6
AU-EX 13.4 2 0.3903: 0-5.8 0-6.7
AL-AU-NI 11.2 0 <1.8X10 % 0-2.9 0-3.6
EX-NA 7.2 3 3.0°009 0-5.2 0-6.2
AL-EX-NA 4.8 0 <1.8X10 % 0-2.9 0-3.6
AL-NI 4.7 0 1.5708x 1072 0-2.9 0-3.6
AL-AU-EX-NA 2.8 0 — 0-2.9 0-3.6
AU-NI 25 0 5.4'13x10 2 0-2.9 0-3.6
AU-NA 2.4 0 2.87085x 1072 0-2.9 0-3.6
AU-EX-NI 1.8 0 1.1°938x 1073 0-2.9 0-3.6
AL-AU-EX-NI 1.4 0 — 0-2.9 0-3.6
total 442.7 19 11018 0.75-17 0.034-18
4.47 AL-NA 199.8 0 0.2"5922 0-2.9 0-3.6
AL-AU 99.6 0 87 4ax10°3 0-2.9 0-3.6
AL-EX 39.1 0 3.8'9%°x 102 0-2.9 0-3.6
EX-NI 35.5 15 10.5°3%17 0-12 0-14
AL-AU-NA 29.6 0 <1.8X10 % 0-2.9 0-3.6
AL-AU-EX 18.2 0 <1.8X10 % 0-2.9 0-3.6
AU-EX 14.2 0 0.1°901% 0-2.9 0-3.6
EX-NA 13.1 10 9.9°912 0-7.9 0-9.2
AL-AU-NI 12.1 0 <1.8X10 % 0-2.9 0-3.6
AL-EX-NA 11.0 0 <1.8X10 % 0-2.9 0-3.6
AL-NI 5.5 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 5.1 0 — 0-2.9 0-3.6
AL-AU-EX-NI 4.4 0 — 0-2.9 0-3.6
AU-NI 37 0 3.7°9%x 102 0-2.9 0-3.6
AU-EX-NI 3.2 0 <1.8X10 % 0-2.9 0-3.6
AU-NA 2.3 0 6735x10°3 0-2.9 0-3.6
AL-EX-NI 2.3 0 <1.8X10™ % 0-2.9 0-3.6
total 498.9 25 21024 0-14 0-16
5.01 AL-NA 203.2 0 0.1°39:8 0-2.9 0-3.6
AL-AU 92.0 0 43 ,x10°8 0-2.9 0-3.6
AL-EX 56.4 0 7.1°19x1072 0-2.9 0-3.6
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TABLE Il. (Continued.
confidence interval
Hx 107 Tobs o

(Hz™h config (days N, Np 556 90% 95%
EX-NI 47.1 7 6.8°014 0-7 0-8.2
AL-AU-NA 29.1 0 <1.8X10 0-2.9 0-3.6
EX-NA 25.5 23 22.4°332 0-11 0-13
AL-AU-EX 23.5 0 <1.8X10 * 0-2.9 0-3.6
AL-EX-NA 20.2 0 <1.8X10 0-2.9 0-3.6
AU-EX 15.7 0 4.4"11x10°2 0-2.9 0-3.6
AL-AU-NI 11.2 0 <1.8X10 * 0-2.9 0-3.6
AL-AU-EX-NA 7.3 0 — 0-2.9 0-3.6
AL-AU-EX-NI 6.3 0 — 0-2.9 0-3.6
AL-NI 5.5 0 <1.8x10 3+ 0-2.9 0-3.6
AU-NI 5.2 0 2.5'08,x10°2 0-2.9 0-3.6
AU-EX-NI 4.2 0 <1.8X10 % 0-2.9 0-3.6
AL-EX-NI 3.8 0 <1.8X10 % 0-2.9 0-3.6
AU-NA 2.3 0 <1.8x10 3+ 0-2.9 0-3.6
total 558.6 30 2928 0-13 0-15
5.62 AL-NA 201.6 0 8.4"12x 102 0-2.9 0-3.6
AL-AU 85.3 0 <1.8x10°® 0-2.9 0-3.6
AL-EX 71.5 0 0.1°903° 0-2.9 0-3.6
EX-NI 55.2 4 6.7°913 0-4.7 0-5.7
EX-NA 36.9 20 19.4°933 0-11 0-12
AL-EX-NA 31.2 0 <1.8X10 0-2.9 0-3.6
AL-AU-NA 28.7 0 <1.8X10 0-2.9 0-3.6
AL-AU-EX 26.9 0 <1.8X10 % 0-2.9 0-3.6
AU-EX 17.0 0 1.67583x 102 0-2.9 0-3.6
AL-AU-NI 11.2 0 <1.8X10 0-2.9 0-3.6
AL-NI 10.2 0 <1.8X10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 9.0 0 — 0-2.9 0-3.6
AL-AU-EX-NI 8.3 0 — 0-2.9 0-3.6
AU-NI 6.2 0 1.7°9%%x 1072 0-2.9 0-3.6
AU-EX-NI 5.6 0 <1.8X10 % 0-2.9 0-3.6
AL-EX-NI 5.0 0 <1.8X10 % 0-2.9 0-3.6
AU-NA 2.4 0 <1.8X10 3+ 0-2.9 0-3.6
total 612.4 24 26027 0-9.8 0-12
6.31 AL-NA 198.4 0 7.4"19x10°2 0-2.9 0-3.6
AL-EX 84.5 0 0.1°9012 0-2.9 0-3.6
AL-AU 80.4 0 <1.8x10°3 0-2.9 0-3.6
EX-NI 61.9 4 6.1°013 0-4.9 0-5.9
EX-NA 45.1 10 12.8°51% 0-6.5 0-7.8
AL-EX-NA 41.0 0 <1.8X10 0-2.9 0-3.6
AL-AU-EX 29.0 0 <1.8X10 % 0-2.9 0-3.6
AL-AU-NA 27.2 0 <1.8X10 % 0-2.9 0-3.6
AU-EX 16.0 0 8r4ax1073 0-2.9 0-3.6
AL-NI 12.8 0 <3.4x10°3 0-2.9 0-3.6
AL-AU-NI 11.6 0 <1.8X10 % 0-2.9 0-3.6
AL-AU-EX-NA 11.2 0 — 0-2.9 0-3.6
AL-AU-EX-NI 10.2 0 — 0-2.9 0-3.6
AU-EX-NI 8.6 0 <1.8X10 % 0-2.9 0-3.6
AU-NI 6.9 0 1.17522¢ 1072 0-2.9 0-3.6
AL-EX-NI 6.0 0 <1.8X10 0-2.9 0-3.6
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confidence interval

H <10 Tobs

(Hz™Y config (days N, Np 52 90% 95%
AU-NA 2.3 0 <1.8X10 3+ 0-2.9 0-3.6
total 653.0 14 1905 0-6.7 0-8.1
7.08 AL-NA 193.8 0 5.5"13x10 ? 0-2.9 0-3.6
AL-EX 96.4 0 0.1°901% 0-2.9 0-3.6
AL-AU 76.9 0 <1.8x10 3 0-2.9 0-3.6

EX-NI 65.3 3 3.4°59% 0-5 0-6
EX-NA 49.4 6 6.0 313 0-6.5 0-7.7
AL-EX-NA 48.2 0 <1.8X10 0-2.9 0-3.6
AL-AU-EX 32.0 0 <1.8x10 ** 0-2.9 0-3.6
AL-AU-NA 26.1 0 <1.8x10 % 0-2.9 0-3.6
AU-EX 16.5 0 <1.8x10°3 0-2.9 0-3.6
AL-NI 12.9 0 <3.4x10°° 0-2.9 0-3.6
AL-AU-EX-NA 12.6 0 — 0-2.9 0-3.6
AL-AU-NI 111 0 <1.8x10 % 0-2.9 0-3.6
AL-AU-EX-NI 10.9 0 — 0-2.9 0-3.6
AU-EX-NI 9.3 0 <1.8x10 % 0-2.9 0-3.6
AL-EX-NI 6.8 0 <1.8X10 % 0-2.9 0-3.6
AU-NI 6.5 0 3726x10°3 0-2.9 0-3.6
AU-NA 2.1 0 <1.8x10 3+ 0-2.9 0-3.6
total 676.8 9 9.6.0.16 0-7.2 0-8.5
7.94 AL-NA 189.2 0 3.6'9%x 102 0-2.9 0-3.6
AL-EX 106.1 0 6.4°13x10°2 0-2.9 0-3.6
AL-AU 74.4 0 <1.8X10 3+ 0-2.9 0-3.6
EX-NI 68.2 6 2.41 508 0.12-9.3 0-10
AL-EX-NA 54.3 0 <1.8X10 % 0-2.9 0-3.6
EX-NA 51.6 2 2.6' 0054 0-4.4 0-5.3
AL-AU-EX 34.8 0 <1.8x10 % 0-2.9 0-3.6
AL-AU-NA 25.1 0 <1.8X10 % 0-2.9 0-3.6
AU-EX 16.9 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 13.6 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.3 0 — 0-2.9 0-3.6
AL-AU-NI 10.8 0 <1.8X10 % 0-2.9 0-3.6
AU-EX-NI 9.8 0 <1.8X10 0-2.9 0-3.6
AL-EX-NI 7.1 0 <1.8x10 ** 0-2.9 0-3.6
AU-NI 6.0 0 <1.8x10°° 0-2.9 0-3.6
AU-NA 2.0 0 <1.8X10 3+ 0-2.9 0-3.6
total 694.3 8 5101 0-9.2 0-11
8.91 AL-NA 187.5 0 3.1°38x 102 0-2.9 0-3.6
AL-EX 110.6 0 4.9"17x10°2 0-2.9 0-3.6
AL-AU 73.8 0 <1.8X10 3+ 0-2.9 0-3.6
EX-NI 69.5 2 1.7:5587 0-4.8 0-5.7
AL-EX-NA 56.8 0 <1.8X10 % 0-2.9 0-3.6
EX-NA 52.5 2 1.6"5.589 0-4.8 0-5.8
AL-AU-EX 35.8 0 <1.8x10 % 0-2.9 0-3.6
AL-AU-NA 24.8 0 <1.8X10 0-2.9 0-3.6
AU-EX 17.1 0 473 ,x10°8 0-2.9 0-3.6
AL-AU-EX-NA 14.1 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8X10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
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TABLE Il. (Continued.
confidence interval
H X107 Tobs

(Hz™Y config (days N Np 522 90% 95%
AL-AU-NI 10.7 0 <1.8X10 ** 0-2.9 0-3.6
AU-EX-NI 10.0 0 <1.8X10 4 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8x10 ** 0-2.9 0-3.6
AU-NI 5.9 0 <1.8x10°3 0-2.9 0-3.6
AU-NA 2.0 0 <1.8X10 3 0-2.9 0-3.6

total 702.4 4 3400905 0-6 0-7.1
10.00 AL-NA 187.2 0 2.43:18x10°2 0-2.9 0-3.6
AL-EX 113.0 0 4%1 %1072 0-2.9 0-3.6
AL-AU 73.5 0 <1.8x10 3+ 0-2.9 0-3.6
EX-NI 70.0 1 1.015.93 0-3.9 0-4.8
AL-EX-NA 57.6 0 <1.8X10 ** 0-2.9 0-3.6
EX-NA 52.7 1 1279028 0-3.9 0-4.7
AL-AU-EX 36.2 0 <1.8X10 4 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8X10 ** 0-2.9 0-3.6
AU-EX 17.1 0 <1.8x1073 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.7 0 <1.8X10 ** 0-2.9 0-3.6
AU-EX-NI 10.0 0 <1.8X10 4* 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8X10 4 0-2.9 0-3.6
AU-NI 5.9 0 <1.8x10 3 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 706.4 2 2.30078 0-4.5 0-5.4
11.22 AL-NA 187.1 0 1.37027x 1072 0-2.9 0-3.6
AL-EX 113.7 0 2.8738x 102 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3+ 0-2.9 0-3.6
EX-NI 70.1 0 0.4°35% 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8X10 4* 0-2.9 0-3.6
EX-NA 52.9 1 1.0°5531 0-4 0-4.8
AL-AU-EX 36.3 0 <1.8X10 4+ 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8x10 4 0-2.9 0-3.6
AU-EX 17.1 0 1.7°5%x 1072 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8X10 ** 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8X10 % 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8x10 ** 0-2.9 0-3.6
AU-NI 5.8 0 <1.8x10 3 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 707.7 1 1.5 063 0-3.8 0-4.6
12.59 AL-NA 187.1 0 1.17522¢ 1072 0-2.9 0-3.6
AL-EX 113.7 0 1.17022x 1072 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3+ 0-2.9 0-3.6
EX-NI 70.2 0 0.2°9052 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8X10 4 0-2.9 0-3.6
EX-NA 52.9 0 0.7° 3542 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8X10 *x 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8x10 ** 0-2.9 0-3.6
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TABLE Il. (Continued.

confidence interval

Hx 107 Tobs

(Hz™Y config (days N, Np 52 90% 95%
AU-EX 17.2 0 1.6°085x 1072 0-2.9 0-3.6
AL-AU-EX-NA 14.0 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8x10 4* 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8x10 ** 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8X10 ** 0-2.9 0-3.6
AU-NI 5.8 0 <1.8x10 3+ 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 707.8 0 L0053 0-2.9 0-3.6
14.12 AL-NA 187.1 0 3725x10°8 0-2.9 0-3.6
AL-EX 113.7 0 8 4ax10°3 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3 0-2.9 0-3.6
EX-NI 70.2 0 0.1°39 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8x10 ** 0-2.9 0-3.6
EX-NA 52.9 0 0.47903% 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8x10 4 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8x10 ** 0-2.9 0-3.6
AU-EX 17.2 0 <1.8x10 3 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8X10 4 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8X10 4* 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8x10 ** 0-2.9 0-3.6
AU-NI 5.8 0 <1.8X10 3+ 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 707.9 0 0.554 038 0-2.9 0-3.6
15.85 AL-NA 187.1 0 <1.8x10°3 0-2.9 0-3.6
AL-EX 113.7 0 6381073 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3 0-2.9 0-3.6
EX-NI 70.2 0 6.9 13x10°? 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8X10 ** 0-2.9 0-3.6
EX-NA 52.9 0 0.2°9054 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8X10 % 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8X10 ** 0-2.9 0-3.6
AU-EX 17.2 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8X10 4* 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8x10 ** 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8X10 ** 0-2.9 0-3.6
AU-NI 5.8 0 <1.8X10 3 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3 0-2.9 0-3.6
total 707.9 0 0.310.028 0-2.9 0-3.6
17.78 AL-NA 187.1 0 <1.8x10 3+ 0-2.9 0-3.6
AL-EX 113.7 0 513gx10°3 0-2.9 0-3.6
AL-AU 73.6 0 <1.8X10 3+ 0-2.9 0-3.6
EX-NI 70.2 0 2173781072 0-2.9 0-3.6
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TABLE Il. (Continued.
confidence interval
H,x 107 Tobs

(Hz™Y config (days N, N 525 90% 95%
AL-EX-NA 57.8 0 <1.8X10 4 0-2.9 0-3.6
EX-NA 52.9 0 0.1°9017 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8X10 ** 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8X10 ** 0-2.9 0-3.6
AU-EX 17.2 0 <1.8x10 3 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8X10 % 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8x10 4 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8x10 4+ 0-2.9 0-3.6
AU-NI 5.8 0 <1.8X10 3+ 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 707.9 0 0.150 02 0-2.9 0-3.6
19.95 AL-NA 187.1 0 <1.8X10 3+ 0-2.9 0-3.6
AL-EX 113.7 0 43 ,x10°8 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3+ 0-2.9 0-3.6
EX-NI 70.2 0 7741x10°8 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8X10 4 0-2.9 0-3.6
EX-NA 52.9 0 4.7 11x10°2 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8x10 ** 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8x10 ** 0-2.9 0-3.6
AU-EX 17.2 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8x10 ** 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8x10 ** 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8x10 ** 0-2.9 0-3.6
AU-NI 5.8 0 <1.8x10 3+ 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 707.9 0 713X 1072 0-2.9 0-3.6
22.39 AL-NA 187.1 0 <1.8x10 3+ 0-2.9 0-3.6
AL-EX 113.7 0 3725x10°8 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3+ 0-2.9 0-3.6
EX-NI 70.2 0 5135x10°3 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8x10 ** 0-2.9 0-3.6
EX-NA 52.9 0 1.8°9%7x 1072 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8x10 4* 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8x10 4* 0-2.9 0-3.6
AU-EX 17.2 0 <1.8X10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8X10 4+ 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8X10 4+ 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8X10 4+ 0-2.9 0-3.6
AU-NI 5.8 0 <1.8x10 3+ 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 707.9 0 3.893< 1072 0-2.9 0-3.6
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TABLE Il. (Continued.

confidence interval

H,x 107 Tobs

(Hz™Y config (days N, N 525 90% 95%
25.12 AL-NA 187.1 0 <1.8X10 3+ 0-2.9 0-3.6
AL-EX 113.7 0 3726x10°8 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3 0-2.9 0-3.6
EX-NI 70.2 0 4%3 ,x10°8 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8X10 ** 0-2.9 0-3.6
EX-NA 52.9 0 1.1°52x10°2 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8X10 4 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8X10 4 0-2.9 0-3.6
AU-EX 17.2 0 <1.8x10 3 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8X10 *x 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8X10 *x 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8X10 ** 0-2.9 0-3.6
AU-NI 5.8 0 <1.8x10 3 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3 0-2.9 0-3.6
total 707.9 0 3.051X1072 0-2.9 0-3.6
28.18 AL-NA 187.1 0 <1.8x10 3+ 0-2.9 0-3.6
AL-EX 113.7 0 3726x10°8 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3+ 0-2.9 0-3.6
EX-NI 70.2 0 3726x10°3 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8X10 ** 0-2.9 0-3.6
EX-NA 52.9 0 97 27x10°3 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8X10 4 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8X10 4 0-2.9 0-3.6
AU-EX 17.2 0 <1.8X10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8x10 ** 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8X10 ** 0-2.9 0-3.6
AL-EX-NI 7.2 0 <1.8x10 ** 0-2.9 0-3.6
AU-NI 5.8 0 <1.8x10 3+ 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3+ 0-2.9 0-3.6
total 707.9 0 2.7075X1072 0-2.9 0-3.6
31.62 AL-NA 187.1 0 <1.8x10 3+ 0-2.9 0-3.6
AL-EX 113.7 0 <1.8x10°3 0-2.9 0-3.6
AL-AU 73.6 0 <1.8x10 3+ 0-2.9 0-3.6
EX-NI 70.2 0 <1.8x10°3 0-2.9 0-3.6
AL-EX-NA 57.8 0 <1.8X10 % 0-2.9 0-3.6
EX-NA 52.9 0 5+34x 1073 0-2.9 0-3.6
AL-AU-EX 36.4 0 <1.8X10 4+ 0-2.9 0-3.6
AL-AU-NA 24.7 0 <1.8X10 4+ 0-2.9 0-3.6
AU-EX 17.2 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.7 0 <1.8X10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 10.6 0 <1.8x10 ** 0-2.9 0-3.6
AU-EX-NI 10.1 0 <1.8X10 4 0-2.9 0-3.6
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TABLE Il. (Continued.

confidence interval

H,x 107 Tobs
(Hz™Y config (days N, N 525 90% 95%
AL-EX-NI 7.2 0 <1.8x10 4 0-2.9 0-3.6
AU-NI 5.8 0 <1.8x10 3« 0-2.9 0-3.6
AU-NA 2.0 0 <1.8x10 3« 0-2.9 0-3.6
total 707.9 0 2.1059< 1072 0-2.9 0-3.6

TABLE lll. Results of the event search analysis as described in the previous table but optimized for the
galactic center directiofsee Sec. Il A.

confidence interval

H X107 Tobs
(Hz™Y config (day9 N, N 525 90% 95%

2.24 AU-NA 1.6 0 8.1°12x 1072 0-2.9 0-3.6
2.51 AU-NA 3.1 0 0.1°9017 0-2.9 0-3.6
2.82 AL-NA 5.9 1 0.9°902 0-4 0-4.8
AL-AU 5.0 0 0.4"39% 0-2.9 0-3.6

AU-NA 3.2 0 0.2°3%% 0-2.9 0-3.6

total 14.0 1 1.5-0.065 0-3.8 0-4.6

3.16 AL-NA 61.3 5 3.6° 300 0-7 0-8.1
AL-AU 36.3 1 1.5°00%3 0-3.8 0-4.6

AL-AU-NA 4.5 0 — 0-2.9 0-3.6

AL-EX 1.7 0 0.2°35%4 0-2.9 0-3.6

AU-EX 1.2 0 0.2 3524 0-2.9 0-3.6

total 104.5 6 55012 0-6.8 0-8

3.55 AL-NA 90.0 0 1.430%2 0-2.9 0-3.6
AL-AU 54.5 0 0.6° 9039 0-2.9 0-3.6

AL-AU-NA 9.7 0 <9.1X10 % 0-2.9 0-3.6

AL-EX 5.1 0 0.1°39%2 0-2.9 0-3.6

AU-EX 3.4 0 0.4"59% 0-2.9 0-3.6

EX-NI 2.0 2 1.5759%3 0-4.9 0-5.8

EX-NA 1.7 2 0.5 908 0-5.6 0-6.5

AL-AU-EX 1.6 0 <9.1x10°4 0-2.9 0-3.6

total 167.6 4 4601 0-5.4 0-6.5

3.75 AL-NA 97.8 2 1.0°90:3 0-5.2 0-6.1
AL-AU 59.1 0 0.3 3% 0-2.9 0-3.6

AL-AU-NA 10.9 0 <9.1X10 % 0-2.9 0-3.6

AL-EX 7.3 0 5.7 14x 102 0-2.9 0-3.6

AU-EX 4.9 0 0.4°3%% 0-2.9 0-3.6

EX-NI 35 1 2.5 0% 0-3.6 0-4.4

AL-AU-EX 2.9 0 <9.1X10 % 0-2.9 0-3.6

EX-NA 23 0 0.7°3%2 0-2.9 0-3.6

AL-AU-EX-NA 1.8 0 — 0-2.9 0-3.6

AL-NI 1.6 0 1.7°8°x10°2 0-2.9 0-3.6

AU-NA 1.0 0 2.5 38x10°2 0-2.9 0-3.6

total 192.8 3 51012 0-4.4 0-5.4
3.98 AL-NA 105.1 3 0.8 042 0.0061-6.8 0-7.8
AL-AU 59.6 0 0.2"392, 0-2.9 0-3.6

AL-AU-NA 12.2 0 <9.1x10°4 0-2.9 0-3.6

AL-EX 10.4 1 9.2°18x 102 0-4.5 0-5.3
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confidence interval

H X 107 Tobs -
(Hz™ config (day9 N, Np 3e0 90% 95%
AU-EX 6.1 1 0.33%% 0-4.3 0-5.1
EX-NI 6.0 6 2.9°0088 0-8.7 0-10
AL-AU-EX 4.4 0 <9.1X 10 % 0-2.9 0-3.6
EX-NA 3.0 0 0.7 004 0-2.9 0-3.6
AL-AU-EX-NA 2.8 0 — 0-2.9 0-3.6
AL-NI 2.3 1 3.5 395x 102 0.014-4.6 0-5.4
AL-AU-NI 1.9 0 — 0-2.9 0-3.6
AL-AU-EX-NI 1.4 0 — 0-2.9 0-3.6
AU-NA 1.1 0 2170131072 0-2.9 0-3.6
total 215.8 12 5101 1.5-15 0.88-16
4.47 AL-NA 116.9 0 0.5 0032 0-2.9 0-3.6
AL-AU 60.3 0 8.6°12x10 2 0-2.9 0-3.6
AL-EX 18.0 0 8.5 12x10 2 0-2.9 0-3.6
AL-AU-NA 14.4 0 <9.1X10 % 0-2.9 0-3.6
EX-NI 13.1 5 41731 0-6.6 0-7.8
AL-AU-EX 7.5 0 <9.1X 10 % 0-2.9 0-3.6
AU-EX 75 0 0.2°3% 0-2.9 0-3.6
EX-NA 5.6 4 3.0°05% 0-6.3 0-7.4
AL-AU-EX-NA 5.1 0 — 0-2.9 0-3.6
AL-AU-EX-NI 4.4 0 — 0-2.9 0-3.6
AL-AU-NI 3.5 0 — 0-2.9 0-3.6
AL-NI 3.2 0 1.3'521x 1072 0-2.9 0-3.6
AL-EX-NA 2.3 0 — 0-2.9 0-3.6
AU-NI 1.7 0 5.7°1%x 1072 0-2.9 0-3.6
AU-NA 1.2 0 3.77998x 1072 0-2.9 0-3.6
total 264.7 9 8.0.15 0-8.1 0-9.4
5.01 AL-NA 125.3 0 0.4°35% 0-2.9 0-3.6
AL-AU 59.1 1 6.4 13x10? 0-4.5 0-5.4
AL-EX 27.5 0 7.9 1ex10°? 0-2.9 0-3.6
EX-NI 21.2 2 42791 0-4 0-4.9
AL-AU-NA 13.2 0 — 0-2.9 0-3.6
EX-NA 9.8 10 78312 0-9.2 0-11
AL-AU-EX 9.7 0 — 0-2.9 0-3.6
AU-EX 8.6 0 0.2°9853 0-2.9 0-3.6
AL-AU-EX-NA 7.3 0 — 0-2.9 0-3.6
AL-AU-EX-NI 6.3 0 — 0-2.9 0-3.6
AL-EX-NA 47 0 — 0-2.9 0-3.6
AL-AU-NI 3.9 0 — 0-2.9 0-3.6
AL-NI 3.0 0 6738<10°° 0-2.9 0-3.6
AU-NI 25 1 7.9 1éx10°2 0-4.5 0-5.3
AU-EX-NI 1.6 0 — 0-2.9 0-3.6
AU-NA 1.3 0 1.8"552x 1072 0-2.9 0-3.6
total 306.8 14 130.10 0-9.6 0-11
5.62 AL-NA 130.8 0 0.2°39% 0-2.9 0-3.6
AL-AU 57.3 0 3.9'1x10°? 0-2.9 0-3.6
AL-EX 37.5 0 0.1 3958 0-2.9 0-3.6
EX-NI 29.4 6 44731 0-7.5 0-8.7
EX-NA 15.4 12 10.5017 0-9.3 0-11
AL-AU-NA 14.3 0 — 0-2.9 0-3.6
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TABLE Ill. (Continued.
confidence interval
H <10 Tobs

(Hz™Y config (days N, Np 52 90% 95%
AL-AU-EX 12.7 0 — 0-2.9 0-3.6
AU-EX 9.6 0 0.2°392 0-2.9 0-3.6
AL-AU-EX-NA 9.0 0 — 0-2.9 0-3.6
AL-AU-EX-NI 8.3 0 — 0-2.9 0-3.6
AL-EX-NA 8.3 0 — 0-2.9 0-3.6
AL-NI 5.1 0 4%3 ,x10°8 0-2.9 0-3.6
AL-AU-NI 45 0 — 0-2.9 0-3.6
AU-NI 3.1 0 2.6'052x10°2 0-2.9 0-3.6
AU-EX-NI 2.4 0 — 0-2.9 0-3.6
AL-EX-NI 1.5 0 — 0-2.9 0-3.6
AU-NA 1.4 0 8'agx10°3 0-2.9 0-3.6

total 352.9 18 16> 0-11 0-13
6.31 AL-NA 134.7 0 0.2:9052 0-2.9 0-3.6
AL-AU 55.6 0 3.6°9%x 102 0-2.9 0-3.6
AL-EX 48.0 0 0.1°9018 0-2.9 0-3.6
EX-NI 34.7 1 2.9"5%%8 0-3.5 0-4.3
EX-NA 20.9 8 10.5° 51 0-6.1 0-7.3
AL-AU-NA 15.2 0 — 0-2.9 0-3.6
AL-AU-EX 15.1 0 — 0-2.9 0-3.6
AL-EX-NA 12.4 0 — 0-2.9 0-3.6
AL-AU-EX-NA 11.2 0 — 0-2.9 0-3.6
AU-EX 10.2 0 0.1°9038 0-2.9 0-3.6
AL-AU-EX-NI 10.2 0 — 0-2.9 0-3.6
AL-NI 6.7 0 <1.8x10°° 0-2.9 0-3.6
AL-AU-NI 5.3 0 — 0-2.9 0-3.6
AU-NI 3.6 0 1732,x10°2 0-2.9 0-3.6
AU-EX-NI 3.3 0 — 0-2.9 0-3.6
AL-EX-NI 2.3 0 — 0-2.9 0-3.6
AU-NA 1.5 0 <1.8x10°° 0-2.9 0-3.6
total 392.8 9 14410 0-5.6 0-6.8
7.08 AL-NA 137.5 0 0.3°905° 0-2.9 0-3.6
AL-EX 57.8 0 0.1°903° 0-2.9 0-3.6
AL-AU 54.8 0 8 4ax 1073 0-2.9 0-3.6
EX-NI 39.5 3 2,605 0-5.4 0-6.4
EX-NA 26.5 7 10.3° 51 0-5.5 0-6.7
AL-AU-EX 17.7 0 — 0-2.9 0-3.6
AL-EX-NA 16.6 0 — 0-2.9 0-3.6
AL-AU-NA 15.7 0 — 0-2.9 0-3.6
AL-AU-EX-NA 12.6 0 — 0-2.9 0-3.6
AL-AU-EX-NI 10.9 0 — 0-2.9 0-3.6
AU-EX 10.9 0 6.5°13x10°? 0-2.9 0-3.6
AL-NI 7.5 0 4%3 ,x10°8 0-2.9 0-3.6
AL-AU-NI 5.8 0 — 0-2.9 0-3.6
AU-EX-NI 4.4 0 — 0-2.9 0-3.6
AU-NI 35 0 97471x10°3 0-2.9 0-3.6
AL-EX-NI 3.2 0 — 0-2.9 0-3.6
AU-NA 1.4 0 <1.8x10°3 0-2.9 0-3.6
total 428.1 10 13010 0-6.3 0-7.6
7.94 AL-NA 139.1 0 0.2°9:05% 0-2.9 0-3.6
AL-EX 67.2 0 9.6"18x 10?2 0-2.9 0-3.6
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TABLE Ill. (Continued.

confidence interval

H X 107 Tobs

(Hz™Y config (days N, N 525 90% 95%
AL-AU 54.3 0 210711072 0-2.9 0-3.6
EX-NI 43.4 4 2.3°008° 0-6.7 0-7.8
EX-NA 30.8 9 6.2°51 0-9.5 0-11
AL-EX-NA 20.9 0 — 0-2.9 0-3.6
AL-AU-EX 20.0 0 — 0-2.9 0-3.6
AL-AU-NA 16.1 0 — 0-2.9 0-3.6
AL-AU-EX-NA 13.6 0 — 0-2.9 0-3.6
AU-EX 11.5 0 6.3"13x10°? 0-2.9 0-3.6
AL-AU-EX-NI 11.3 0 — 0-2.9 0-3.6
AL-NI 8.0 0 <1.8x10°3 0-2.9 0-3.6
AL-AU-NI 6.1 0 — 0-2.9 0-3.6
AU-EX-NI 5.1 0 — 0-2.9 0-3.6
AL-EX-NI 3.9 0 — 0-2.9 0-3.6
AU-NI 35 0 <1.8x10°3 0-2.9 0-3.6
AU-NA 1.4 0 5:34% 102 0-2.9 0-3.6
total 458.2 13 8.90.16 0-12 0-13
8.91 AL-NA 141.2 0 0.279:052 0-2.9 0-3.6
AL-EX 75.2 0 0.1°9012 0-2.9 0-3.6
AL-AU 55.1 0 9" 37x10°3 0-2.9 0-3.6
EX-NI 46.7 2 1.7:5508 0-4.8 0-5.7

EX-NA 335 5 3.8°91 0-6.8 0-8
AL-EX-NA 24.9 0 — 0-2.9 0-3.6
AL-AU-EX 21.9 0 — 0-2.9 0-3.6
AL-AU-NA 16.5 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.1 0 — 0-2.9 0-3.6
AU-EX 12.0 0 4.5'11x 102 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 8.4 0 3726x10°3 0-2.9 0-3.6
AL-AU-NI 6.4 0 — 0-2.9 0-3.6
AU-EX-NI 5.7 0 — 0-2.9 0-3.6
AL-EX-NI 4.4 0 — 0-2.9 0-3.6
AU-NI 37 0 8lagx10°3 0-2.9 0-3.6
AU-NA 1.4 0 <3.4x10°° 0-2.9 0-3.6
total 485.0 7 59013 0-7.5 0-8.8
10.00 AL-NA 144.0 0 0.1°391% 0-2.9 0-3.6
AL-EX 81.2 0 0.1°9518 0-2.9 0-3.6
AL-AU 56.0 0 1.47023x 1072 0-2.9 0-3.6
EX-NI 49.3 1 1.5°958% 0-3.8 0-4.6
EX-NA 35.6 2 3.0°008° 0-4.3 0-5.2
AL-EX-NA 28.0 0 — 0-2.9 0-3.6
AL-AU-EX 23.0 0 — 0-2.9 0-3.6
AL-AU-NA 16.9 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 12.6 0 5.5'15x 1072 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 8.8 0 43 ,x10°8 0-2.9 0-3.6
AL-AU-NI 6.6 0 — 0-2.9 0-3.6
AU-EX-NI 6.1 0 — 0-2.9 0-3.6
AL-EX-NI 4.9 0 — 0-2.9 0-3.6
AU-NI 3.8 0 5134x 1073 0-2.9 0-3.6
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TABLE Ill. (Continued.
confidence interval
H <10 Tobs

(Hz™Y config (days N, Np 52 90% 95%
AU-NA 1.5 0 <1.8x10°° 0-2.9 0-3.6
total 506.7 3 4801, 0-4.5 0-5.5
11.22 AL-NA 146.8 0 0.1°39%° 0-2.9 0-3.6
AL-EX 85.0 0 5.2°12x 102 0-2.9 0-3.6
AL-AU 57.2 0 1.8°9%7x 1072 0-2.9 0-3.6
EX-NI 51.4 0 1.3'5% 0-2.9 0-3.6
EX-NA 37.1 3 2,605, 0-5.4 0-6.4
AL-EX-NA 30.6 0 — 0-2.9 0-3.6
AL-AU-EX 24.0 0 — 0-2.9 0-3.6
AL-AU-NA 17.3 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 12.9 0 3.8"99% 1072 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 9.2 0 3726x10°8 0-2.9 0-3.6
AL-AU-NI 6.8 0 — 0-2.9 0-3.6
AU-EX-NI 6.5 0 — 0-2.9 0-3.6
AL-EX-NI 5.2 0 — 0-2.9 0-3.6
AU-NI 3.9 0 473 ,x10°8 0-2.9 0-3.6
AU-NA 15 0 <1.8x10°® 0-2.9 0-3.6
total 523.3 3 4201 0-4.7 0-5.7
12.59 AL-NA 149.3 0 0.2°3%2 0-2.9 0-3.6
AL-EX 87.7 0 9.7°18x 1072 0-2.9 0-3.6
AL-AU 58.3 0 1.47523% 1072 0-2.9 0-3.6
EX-NI 53.0 3 1179022 0-6.5 0-7.5
EX-NA 38.3 1 1.8°99% 0-3.7 0-4.5
AL-EX-NA 32.7 0 — 0-2.9 0-3.6
AL-AU-EX 24.6 0 — 0-2.9 0-3.6
AL-AU-NA 17.5 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 13.2 0 2.8"38x 102 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 9.5 0 <1.8x10°3 0-2.9 0-3.6
AL-AU-NI 7.0 0 — 0-2.9 0-3.6
AU-EX-NI 6.7 0 — 0-2.9 0-3.6
AL-EX-NI 5.3 0 — 0-2.9 0-3.6
AU-NI 4.1 0 <1.8x10°8 0-2.9 0-3.6
AU-NA 1.6 0 <1.8x10°3 0-2.9 0-3.6
total 536.4 4 3.30.004 0-6.1 0-7.2
14.12 AL-NA 151.6 0 0.1°39%7 0-2.9 0-3.6
AL-EX 89.7 0 7.5 %1072 0-2.9 0-3.6
AL-AU 59.3 0 97371x10°8 0-2.9 0-3.6
EX-NI 54.4 2 0.9°0048 0-5.3 0-6.3
EX-NA 39.4 1 177908 0-3.7 0-4.5
AL-EX-NA 34.4 0 — 0-2.9 0-3.6
AL-AU-EX 25.2 0 — 0-2.9 0-3.6
AL-AU-NA 17.8 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 135 0 4.3'11x 1072 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 9.8 0 <1.8x10°° 0-2.9 0-3.6
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confidence interval

H <10 Tobs

(Hz™Y config (days N, Np 52 90% 95%
AL-AU-NI 7.2 0 — 0-2.9 0-3.6
AU-EX-NI 6.9 0 — 0-2.9 0-3.6
AL-EX-NI 5.5 0 — 0-2.9 0-3.6
AU-NI 4.2 0 3726x10°8 0-2.9 0-3.6
AU-NA 1.6 0 7hatx1078 0-2.9 0-3.6
total 547.5 3 2.80.087 0-5.3 0-6.3
15.85 AL-NA 153.7 1 0.1°9015 0-4.5 0-5.3
AL-EX 91.4 0 4.8'11x10°2 0-2.9 0-3.6
AL-AU 60.2 0 6°35x10°2 0-2.9 0-3.6
EX-NI 55.9 0 0.9°0048 0-2.9 0-3.6
EX-NA 40.3 1 1.3°5% 0-3.8 0-4.7
AL-EX-NA 35.7 0 — 0-2.9 0-3.6
AL-AU-EX 25.7 0 — 0-2.9 0-3.6
AL-AU-NA 18.0 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 13.7 0 3.2739x 1072 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 10.1 0 <1.8x10°° 0-2.9 0-3.6
AL-AU-NI 7.4 0 — 0-2.9 0-3.6
AU-EX-NI 7.1 0 — 0-2.9 0-3.6
AL-EX-NI 5.6 0 — 0-2.9 0-3.6
AU-NI 4.3 0 3726x10°8 0-2.9 0-3.6
AU-NA 1.6 0 <1.8X10 3 0-2.9 0-3.6
total 557.5 2 24081 0-4.5 0-5.4
17.78 AL-NA 155.7 0 0.1°9015 0-2.9 0-3.6
AL-EX 93.0 0 4.3"11x 1072 0-2.9 0-3.6
AL-AU 61.0 0 <1.8x10°3 0-2.9 0-3.6
EX-NI 57.0 0 0.8" 3937 0-2.9 0-3.6
EX-NA 41.2 1 117998 0-3.9 0-4.8
AL-EX-NA 36.7 0 — 0-2.9 0-3.6
AL-AU-EX 26.1 0 — 0-2.9 0-3.6
AL-AU-NA 18.3 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 13.8 0 2.6°352¢10 2 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 10.4 0 <1.8x10°3 0-2.9 0-3.6
AL-AU-NI 7.6 0 — 0-2.9 0-3.6
AU-EX-NI 7.2 0 — 0-2.9 0-3.6
AL-EX-NI 5.7 0 — 0-2.9 0-3.6
AU-NI 4.5 0 <3.4x10°3 0-2.9 0-3.6
AU-NA 1.7 0 <3.4x10°8 0-2.9 0-3.6
total 566.6 1 210075 0-3.6 0-4.5
19.95 AL-NA 157.6 1 0.1°901 0-4.5 0-5.3
AL-EX 94.4 0 4.2"7 X102 0-2.9 0-3.6
AL-AU 61.8 0 5734x10°3 0-2.9 0-3.6
EX-NI 58.1 1 0.8°0042 0-4.1 0-4.9
EX-NA 41.9 0 1.01593 0-2.9 0-3.6
AL-EX-NA 37.5 0 — 0-2.9 0-3.6
AL-AU-EX 26.5 0 — 0-2.9 0-3.6
AL-AU-NA 18.5 0 — 0-2.9 0-3.6
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confidence interval

H <10 Tobs

(Hz™Y config (days N, Np 52 90% 95%
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 14.0 0 1.17022x 1072 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 10.7 0 97371x10°3 0-2.9 0-3.6
AL-AU-NI 7.7 0 — 0-2.9 0-3.6
AU-EX-NI 7.3 0 — 0-2.9 0-3.6
AL-EX-NI 5.8 0 — 0-2.9 0-3.6
AU-NI 4.6 0 473 ,x10°8 0-2.9 0-3.6
AU-NA 1.7 0 <1.8x10 3+ 0-2.9 0-3.6
total 574.8 2 1.90072 0-4.7 0-5.6
22.39 AL-NA 159.3 0 4.8"17x10°2 0-2.9 0-3.6
AL-EX 95.7 0 7.1°14x10°2 0-2.9 0-3.6
AL-AU 62.5 0 <3.4x10°° 0-2.9 0-3.6
EX-NI 59.0 2 0.6°3%, 0-5.5 0-6.5
EX-NA 42.7 1 1.01552 0-3.9 0-4.8
AL-EX-NA 38.3 0 — 0-2.9 0-3.6
AL-AU-EX 26.9 0 — 0-2.9 0-3.6
AL-AU-NA 18.7 0 — 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AU-EX 14.2 0 3.5'059x 1072 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 111 0 <1.8x10°3 0-2.9 0-3.6
AL-AU-NI 7.8 0 — 0-2.9 0-3.6
AU-EX-NI 7.4 0 — 0-2.9 0-3.6
AL-EX-NI 5.9 0 — 0-2.9 0-3.6
AU-NI 47 0 9747x10°3 0-2.9 0-3.6
AU-NA 1.7 0 <1.8X10 3 0-2.9 0-3.6
total 582.6 3 1.8007 0-5.9 0-6.9
25.12 AL-NA 161.0 0 7.8 1ex10°2 0-2.9 0-3.6
AL-EX 96.9 0 7.1°14x10°2 0-2.9 0-3.6
AL-AU 63.2 0 6738x10°3 0-2.9 0-3.6
EX-NI 59.7 1 0.5"5.9% 0-4.2 0-5.1
EX-NA 43.3 0 1.01552 0-2.9 0-3.6
AL-EX-NA 39.0 0 — 0-2.9 0-3.6
AL-AU-EX 27.2 0 — 0-2.9 0-3.6
AL-AU-NA 18.9 0 — 0-2.9 0-3.6
AU-EX 14.4 0 2.7°58%10°? 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-NI 11.4 0 <1.8X10 3 0-2.9 0-3.6
AL-AU-NI 7.9 0 — 0-2.9 0-3.6
AU-EX-NI 7.5 0 — 0-2.9 0-3.6
AL-EX-NI 6.0 0 — 0-2.9 0-3.6
AU-NI 4.8 0 4%3 ,x10°8 0-2.9 0-3.6
AU-NA 1.7 0 <1.8x10 3 0-2.9 0-3.6
total 589.7 1 1.7 0067 0-3.7 0-4.6
28.18 AL-NA 162.6 0 0.1°9012 0-2.9 0-3.6
AL-EX 98.0 0 6.6°13x10°2 0-2.9 0-3.6
AL-AU 63.8 0 3726x10°3 0-2.9 0-3.6
EX-NI 60.3 1 0.3°005% 0-4.3 0-5.2

0.028
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confidence interval

H X 107 Tobs

(Hz™Y config (days N, N 525 90% 95%
EX-NA 43.9 0 0.9°0%2 0-2.9 0-3.6
AL-EX-NA 39.6 0 — 0-2.9 0-3.6
AL-AU-EX 27.5 0 — 0-2.9 0-3.6
AL-AU-NA 19.1 0 — 0-2.9 0-3.6
AU-EX 14.6 0 1.37523x 1072 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 11.6 0 <3.4x10°3 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 7.9 0 — 0-2.9 0-3.6
AU-EX-NI 7.6 0 — 0-2.9 0-3.6
AL-EX-NI 6.0 0 — 0-2.9 0-3.6
AU-NI 4.9 0 <3.4x10°° 0-2.9 0-3.6
AU-NA 1.7 0 <1.8x10 3+ 0-2.9 0-3.6
total 596.1 1 140061 0-3.8 0-4.6
31.62 AL-NA 164.1 0 5.6"14x 102 0-2.9 0-3.6
AL-EX 99.0 0 7.4"19x10°2 0-2.9 0-3.6
AL-AU 64.5 0 3726x10°8 0-2.9 0-3.6
EX-NI 60.9 1 0.2°9%4 0-4.4 0-5.2
EX-NA 44.4 1 0.8°0047 0-4 0-4.9
AL-EX-NA 40.2 0 — 0-2.9 0-3.6
AL-AU-EX 27.8 0 — 0-2.9 0-3.6
AL-AU-NA 19.2 0 — 0-2.9 0-3.6
AU-EX 14.7 0 2173731072 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 11.7 0 <1.8x10°° 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 8.0 0 — 0-2.9 0-3.6
AU-EX-NI 7.7 0 — 0-2.9 0-3.6
AL-EX-NI 6.1 0 — 0-2.9 0-3.6
AU-NI 5.0 0 473 ,x10°8 0-2.9 0-3.6
AU-NA 1.7 0 4%3 ,x10°8 0-2.9 0-3.6

total 602.1 2 1.2 0057 0-5.1 0-6
35.48 AL-NA 165.6 0 0.1°9015 0-2.9 0-3.6
AL-EX 99.9 0 4.6"11x10°2 0-2.9 0-3.6
AL-AU 65.1 0 9t 27x 1073 0-2.9 0-3.6
EX-NI 61.5 0 0.2°39% 0-2.9 0-3.6
EX-NA 45.0 0 0.8"0048 0-2.9 0-3.6
AL-EX-NA 40.8 0 — 0-2.9 0-3.6
AL-AU-EX 28.1 0 — 0-2.9 0-3.6
AL-AU-NA 19.4 0 — 0-2.9 0-3.6
AU-EX 14.9 0 2.87085x 1072 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 11.8 0 <1.8x10 3 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 8.1 0 — 0-2.9 0-3.6
AU-EX-NI 7.8 0 — 0-2.9 0-3.6
AL-EX-NI 6.1 0 — 0-2.9 0-3.6
AU-NI 5.0 0 3726x1078 0-2.9 0-3.6
AU-NA 1.8 0 <1.8x10 3 0-2.9 0-3.6
total 607.8 0 1.2 057 0-2.9 0-3.6
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TABLE Ill. (Continued.
confidence interval
H X 107 Tobs

(Hz™Y config (days N, N 525 90% 95%

EX-NA 455 1 0.6 0041 0-4.1 0-5
AL-EX-NA 41.4 0 — 0-2.9 0-3.6
AL-AU-EX 28.3 0 — 0-2.9 0-3.6
AL-AU-NA 19.6 0 — 0-2.9 0-3.6
AU-EX 15.0 0 3.2739x 1072 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 11.9 0 3726x10°3 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 8.2 0 — 0-2.9 0-3.6
AU-EX-NI 7.9 0 — 0-2.9 0-3.6
AL-EX-NI 6.2 0 — 0-2.9 0-3.6
AU-NI 5.1 0 373%x10°8 0-2.9 0-3.6
AU-NA 1.8 0 <1.8x10 3+ 0-2.9 0-3.6
total 613.3 1 0.90.049 0-4 0-4.8
44.67 AL-NA 168.5 0 0.1°90:8 0-2.9 0-3.6
AL-EX 101.7 0 1.57088x 1072 0-2.9 0-3.6
AL-AU 66.3 0 <1.8x10°3 0-2.9 0-3.6
EX-NI 62.5 0 8.8"12x10°? 0-2.9 0-3.6
EX-NA 45.9 0 0.7°3%% 0-2.9 0-3.6
AL-EX-NA 42.0 0 — 0-2.9 0-3.6
AL-AU-EX 28.6 0 — 0-2.9 0-3.6
AL-AU-NA 19.7 0 — 0-2.9 0-3.6
AU-EX 15.1 0 1.8°9%7x 1072 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.0 0 <1.8x10°® 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 8.3 0 — 0-2.9 0-3.6
AU-EX-NI 8.0 0 — 0-2.9 0-3.6
AL-EX-NI 6.2 0 — 0-2.9 0-3.6
AU-NI 5.1 0 <3.4x10°° 0-2.9 0-3.6
AU-NA 1.8 0 <1.8x10 3 0-2.9 0-3.6
total 618.6 0 0.930.05 0-2.9 0-3.6
50.12 AL-NA 169.9 0 0.3"39% 0-2.9 0-3.6
AL-EX 102.5 0 4.2"7,x1072 0-2.9 0-3.6
AL-AU 66.9 0 22737510 2 0-2.9 0-3.6
EX-NI 63.0 0 6.9 13x10°2 0-2.9 0-3.6
EX-NA 46.4 0 0.6"3%% 0-2.9 0-3.6
AL-EX-NA 425 0 — 0-2.9 0-3.6
AL-AU-EX 28.8 0 — 0-2.9 0-3.6
AL-AU-NA 19.9 0 — 0-2.9 0-3.6
AU-EX 15.2 0 473 ,x10°8 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.2 0 <1.8x10 3+ 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 8.3 0 — 0-2.9 0-3.6
AU-EX-NI 8.1 0 — 0-2.9 0-3.6
AL-EX-NI 6.3 0 — 0-2.9 0-3.6
AU-NI 5.2 0 <1.8x10°° 0-2.9 0-3.6
AU-NA 1.8 0 <1.8x10 3 0-2.9 0-3.6
total 623.7 0 0.96 ¢ 051 0-2.9 0-3.6
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TABLE Ill. (Continued.

confidence interval

H X 107 Tobs o
(Hz™h config (days N Nb Se0s 90% 95%
56.23 AL-NA 171.4 1 0.1°9012 0-4.5 0-5.3
AL-EX 103.2 0 287355102 0-2.9 0-3.6
AL-AU 67.5 0 1.17332x 1072 0-2.9 0-3.6
EX-NI 63.5 0 4.8"13x10°2 0-2.9 0-3.6
EX-NA 46.8 0 0.6 0038 0-2.9 0-3.6
AL-EX-NA 43.0 0 — 0-2.9 0-3.6
AL-AU-EX 29.1 0 — 0-2.9 0-3.6
AL-AU-NA 20.0 0 — 0-2.9 0-3.6
AU-EX 15.3 0 1.45233x 1072 0-2.9 0-3.6
AL-AU-EX-NA 14.2 0 — 0-2.9 0-3.6
AL-NI 12.3 0 <1.8X10 % 0-2.9 0-3.6
AL-AU-EX-NI 11.4 0 — 0-2.9 0-3.6
AL-AU-NI 8.4 0 — 0-2.9 0-3.6
AU-EX-NI 8.1 0 — 0-2.9 0-3.6
AL-EX-NI 6.3 0 — 0-2.9 0-3.6
AU-NI 5.2 0 <1.8x10°3 0-2.9 0-3.6
AU-NA 1.8 0 <1.8x10 3+ 0-2.9 0-3.6
total 628.6 1 0.77 0,046 0-4.1 0-4.9
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