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Outline

•The detectors & data samples
•Quick recap of mixing physics
• Experimental results
• Summary

2



PHIPSI08, Frascati, 2008-04-07Mat Charles

BaBar & Belle
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Experimental environment

Belle BaBar

/ Kµ
L

3.5 GeV e
+

Silicon Vertex Detector detection

    Chamber
Central Drift

Aerogel Cherenkov
Counters

Time Of Flight Counters

Calorimeter
Electromagnetic

Superconducting
Solenoid

8 GeV e
−

large-solid-angle magnetic spectrometers, providing excellent tracking,

vertexing and particle ID

located at asymmetric energy e−e+ (
√

s = Υ(4S)) colliders KEKB/PEP-II

B–Factories are also Charm– and Tau–Factories

e+e− → bb̄ cc̄ τ+τ−

σ (nb) 1.05 1.30 0.94

N(BB̄) N(Xc Ȳc) N(τ+τ−)
Belle 820 M 1000 M 700 M
BaBar 540 M 670 M 460 M

A. Zupanc (JSI) Charm and Tau Decays Moriond EW 08, 04/03/2008 3 / 44

524.2/fb recorded as of 2008-03-19 783.8/fb recorded as of 2008-03-20

Operating energy: √s ~10.6 GeV
(... plus data at Y(3S), Y(2S) -- not discussed here.)cc̄

σ(e+e− → cc̄) ∼ 1.3 nb

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

L =
∏

i pS
i (xi)

∏
i pS

i (xi) +
∏

i pB
i (xi)

RK,2317 ∼ 0.87± 0.40

RD,2317 ∼ 0.14± 0.07

RK,2460 ∼ 0.11± 0.06

RD,2460 ∼ 0.10± 0.05

so combined sample contains ~ 1700M     eventscc̄

σ(e+e− → cc̄) ∼ 1.3 fb−1

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

L =
∏

i pS
i (xi)

∏
i pS

i (xi) +
∏

i pB
i (xi)

RK,2317 ∼ 0.87± 0.40

RD,2317 ∼ 0.14± 0.07

RK,2460 ∼ 0.11± 0.06

RD,2460 ∼ 0.10± 0.05
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Standard mixing formalism
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Mixing occurs for neutral mesons M0 = K0, D0, B0, Bs0

LEPP Journal Club Seminar, 2007-04-06Mat Charles

Mixing formalism
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e.g.

Decompose into mass eigenstates |M1,2〉:
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... and we can invert to get |M 0(t)〉 given m1,2, !1,2, q/p...

1 INTRODUCTION 1

1 Introduction

The study of decays of neutral mesons in the K and B systems has led to discovery of both mixing and CP
violation (CPV ) in those sectors of the Standard Model (SM). Similarly, studies of neutral mesons in the
charm sector have long been thought to be potentially fruitful ways to search for new physics, since Standard
Model predictions for both mixing and CP violation are quite small. Neither mixing nor CP violation has
yet been observed in the charm sector. Observation of D0-D0 mixing might be a sign of new physics beyond
the Standard Model; observation of CP violation involving D0 mesons at any appreciable level definitely
would [4]. Here we give a brief review of neutral meson mixing and CP violation phenomenology; a more
detailed account is given in Appendix A.

1.1 Charm Mixing Phenomenology

Neutral D0 and D0 mesons are produced as flavor eigenstates of the strong interaction. Their time
development is governed by an effective Hamiltonian

i
∂

∂t

(
D0(t)
D0(t)

)
=

(
M− i

2
Γ

)(
D0(t)
D0(t)

)
(1)

with physical, mass eigenstates D1, D2 with masses M1, M2 and widths Γ1, Γ2. These states are linear
combinations of the flavor states

|D1〉 = p|D0〉 + q|D0〉
|D2〉 = p|D0〉 − q|D0〉 (2)

where p, q satisfy the normalization condition |q|2 + |p|2 = 1 and
(

q

p

)2

=
M∗

12 − i
2Γ∗

12

M12 − i
2Γ12

. (3)

In the case of no CP violation, |q/p| = 1 and the mass eigenstates are also CP eigenstates.
The mass eigenstates may also be characterized in terms of differences of their masses ∆M = M1 −M2

and widths ∆Γ = Γ1 − Γ2. It is convenient to formulate two quantities x, y as

x =
∆M

Γ
, y =

∆Γ
2Γ

(4)

where Γ ≡ (Γ1 + Γ2)/2. Mixing might proceed through off-shell intermediate states, such as might be due
to new physics; x is a measure of this amplitude. It might also proceed through on-shell states that are
shared by both D0 and D0, such as K+K− or π+π−; y is a measure of this amplitude.

In this analysis we search for mixing via the decay chain D0 → D0 → K+π− + c.c. Mixing will result
in a “wrong-sign” (WS) decay, as contrasted with unmixed, Cabibbo-favored (CF) “right-sign” decays,
D0 → K−π+ + c.c. However, WS decays are also produced by doubly Cabibbo-suppressed (DCS) direct
decays of the form D0 → K+π−; these must be separated from any potential mixing signal. This is done
by studying the time development of the WS signal. DCS decays will be exponential, while mixed decays
have a more complex signature. DCS decays will have a small rate RD of order tan4 θC ≈ 0.27%. In the
limit of small mixing |x|, |y| & 1 the combined WS rate may be approximated as

TWS(t) = e−Γt

(
RD +

√
RDy′ Γt +

x′2 + y′2

4
(Γt)2

)
(5)

for

For neutral mesons M0 = K0, D0, B0, Bs
0,

|M0〉 and |M0〉 have same conserved quantum 
numbers, so we can have mixing between them. 

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

L =
∏

i pS
i (xi)

∏
i pS

i (xi) +
∏

i pB
i (xi)

RK,2317 ∼ 0.87± 0.40

RD,2317 ∼ 0.14± 0.07

RK,2460 ∼ 0.11± 0.06

RD,2460 ∼ 0.10± 0.05

D+
s π0

General time evolution:
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Cartoon of mixing
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1

RM =
x2 + y2

2

φf = arg

(

q

p

Af

Af

)

!= 0

x =
m1 − m2

Γ

|q/p| = 0.86 +0.18
−0.15
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(

−0.17 +0.14
−0.16

)

rad
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(
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Mixing in charmed mesons
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Charm mixing small compared to other mesons in SM:

D0

cc̄

σ(e+e− → cc̄) ∼ 1.3 fb−1

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

L =
∏

i pS
i (xi)

∏
i pS

i (xi) +
∏

i pB
i (xi)

RK,2317 ∼ 0.87± 0.40

RD,2317 ∼ 0.14± 0.07

K+

π−

D0

D0 → D0

D0

cc̄

σ(e+e− → cc̄) ∼ 1.3 fb−1

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

Mixing via box diagram 
(short-range)

Contributes mainly to x

Mixing via hadronic intermediate states 
(long-range)
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Tiny!

Non-perturbative; hard to predict SM contribution.

Most predictions give x,y ~ (0.001–0.01) and |x|<|y|

Recent calculation: |x|≤0.01, |y|≤0.01 – less tiny!

PRD 69,114021 (Falk, Grossman, Ligeti, Nir & Petrov)

D0

cc̄

σ(e+e− → cc̄) ∼ 1.3 fb−1

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

L =
∏

i pS
i (xi)

∏
i pS

i (xi) +
∏

i pB
i (xi)

RK,2317 ∼ 0.87± 0.40

RD,2317 ∼ 0.14± 0.07

K+

π−

D0

D0 → D0

D0

cc̄

σ(e+e− → cc̄) ∼ 1.3 fb−1

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

K+K−

π+π−

K+π−

π+π−π0

etc

Intermediate b: CKM-suppressed
Intermediate d,s: GIM-suppressed
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New physics?
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• Theoretical uncertainty in SM mixing rate => can’t really 
observe NP by looking at mixing.
• (... though x≫y would be a hint...)

• Future theory input might change things.

• In the meantime, can bound NP from above
• e.g. Golowich, Hewett, Pakvasa & Petrov (PRD76:095009,2007)

• CPV has more potential to provide a “smoking gun” -- expected 
to be small (typically < 10−3) in SM but can be larger with NP.

Supersymmetry Leptoquarks Extended Higgs

Example NP contributions to mixing:
Grossman, Kagan & Nir, PRD 75, 036008 (2007)
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Broadly, four types of measurement:
1) Lifetime difference between states of different CP
2) Time-dependence of wrong-sign hadronic decays
3) Wrong-sign semi-leptonic decays, e.g. D0 → K+ l− νl

4) Coherent D0D0 production at psi(3770) -- CLEO-c 
(not covered in this talk)

Experimental results

8
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Lifetime ratios: Introduction
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D0 → K− π+: Mixture of CP states

D0 → K− K+: CP-even eigenstate (also D0 → π− π+)

3

tral mesons [1, 2]: neutral kaons, B0
d, and most recently

B0
s mesons. This process is also possible in the D-meson

system, but has not previously been observed. In this
paper we present evidence for D0–D0 mixing [3].

After the production of a neutral meson in a flavor
eigenstate (D0 or D0), its time evolution is governed by
the masses M1,2 and widths Γ1,2 of the eigenstates of the
Hamiltonian, D1,2. The mixing parameters are defined
as x = (M1 − M2)/Γ and y = (Γ1 − Γ2)/2Γ, where Γ =
(Γ1 + Γ2)/2 is the average width, with x = y = 0 in the
no-mixing case. Within the Standard Model (SM) K-
and B-mixing can be described by box diagrams in which
up-like quarks propagate in the loop; in D-mixing, the
down-like quarks participate. The near degeneracy of the
s and d quark masses and the small value of the b quark
couplings strongly suppress such contributions, leading
to an expectation x ≤ 10−5. The D0 ↔ D0 transition
can also be mediated by intermediate states accessible to
both particles. The resulting D-mixing parameters are
difficult to calculate due to the non-perturbative nature
of QCD; the largest predictions are |x|, |y| ≤ O(10−2).
Loop diagrams including new, yet-unobserved particles
could significantly affect the experimental values. CP -
violating effects in D-mixing would be a clear signal of
new physics, as CP -violation is expected to be very small
in the SM, even for x, y at the percent level [4, 5].

There are several possible ways to observe the effect
of x and y on the decay time distribution of D0 mesons.
Here we measure the difference between the apparent life-
time in decays to the CP -even eigenstates K+K− and
π+π−, and that in decays to the K−π+ final state [6],

yCP =
τ(K−π+)

τ(K+K−)
− 1; (1)

formulae are written in terms of the K+K− mode for
simplicity. This quantity is related to the mixing param-
eters through yCP = y cosφ− 1

2
AMx sin φ [4], where AM

and φ parameterize CP -violation in mixing and in the
interference between mixing and D-meson decays respec-
tively. If CP violation can be neglected, AM = φ = 0
and yCP = y. Several measurements of yCP have been
reported [7]. Although no individual measurement is sta-
tistically significant, the average of these results is about
2 standard deviations above zero [1].

We also search for CP -violation by comparing appar-
ent lifetimes for D0 and D0 decaying to the CP -even final
states,

AΓ =
τ(D0 → K−K+) − τ(D0 → K+K−)

τ(D0 → K−K+) + τ(D0 → K+K−)
; (2)

in terms of the mixing and CP -violation parameters,
AΓ = 1

2
AMy cosφ − x sin φ.

Our results are based on 540 fb−1 of data recorded
by the Belle experiment [8] at the KEKB asymmetric-
energy e+e− collider [9], running at the center-of-mass
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FIG. 1: M distribution of selected events (with |∆q| <
0.80 MeV and σt < 370 fs) for (a) K+K−, (b) K−π+ and
(c) π+π− final states. The histogram shows the tuned MC
distribution. (d) q distribution (with |∆M |/σM < 2.3 and
σt < 370 fs) for the K+K− final state. ∆M and ∆q are
calculated relative to the nominal values for the signal. (e)
Normalized distribution of errors σt on the decay time t for
D0 → K−π+, showing the construction of the resolution func-
tion using the fraction fi in the bin with σt = σi. (f) Fitted
lifetime of D0 mesons in the K−π+ final state in four running
periods with slightly different conditions, and the result of a
fit to a constant. The world average value is also shown.

(CM) energy of the Υ(4S) resonance and 60 MeV below.
To test the method and estimate some systematic uncer-
tainties we used simulated Monte-Carlo (MC) events, in
both generic (including all relevant processes at this en-
ergy) and dedicated signal samples, which include small
run-dependent changes in the experimental data taking
conditions. The details of the analysis procedure were
finalised without consulting quantities sensitive to the
values of yCP and AΓ.

The Belle detector has been described in detail else-
where [8]. We reconstruct D∗+ → D0π+

s decays with
a characteristic slow pion πs, and D0 mesons in the
K+K−, K−π+ and π+π− final states. Each of the final
state tracks was required to have at least two associated
hits in each of the two measuring coordinates of the sili-
con vertex detector, consisting of 3 (4) layers of double-
sided semiconducting detectors for the first 155 fb−1 (last
385 fb−1) of the data [8, 10]. To select pion and kaon can-
didates we imposed standard particle identification cri-

Define

3

tral mesons [1, 2]: neutral kaons, B0
d, and most recently

B0
s mesons. This process is also possible in the D-meson

system, but has not previously been observed. In this
paper we present evidence for D0–D0 mixing [3].

After the production of a neutral meson in a flavor
eigenstate (D0 or D0), its time evolution is governed by
the masses M1,2 and widths Γ1,2 of the eigenstates of the
Hamiltonian, D1,2. The mixing parameters are defined
as x = (M1 − M2)/Γ and y = (Γ1 − Γ2)/2Γ, where Γ =
(Γ1 + Γ2)/2 is the average width, with x = y = 0 in the
no-mixing case. Within the Standard Model (SM) K-
and B-mixing can be described by box diagrams in which
up-like quarks propagate in the loop; in D-mixing, the
down-like quarks participate. The near degeneracy of the
s and d quark masses and the small value of the b quark
couplings strongly suppress such contributions, leading
to an expectation x ≤ 10−5. The D0 ↔ D0 transition
can also be mediated by intermediate states accessible to
both particles. The resulting D-mixing parameters are
difficult to calculate due to the non-perturbative nature
of QCD; the largest predictions are |x|, |y| ≤ O(10−2).
Loop diagrams including new, yet-unobserved particles
could significantly affect the experimental values. CP -
violating effects in D-mixing would be a clear signal of
new physics, as CP -violation is expected to be very small
in the SM, even for x, y at the percent level [4, 5].

There are several possible ways to observe the effect
of x and y on the decay time distribution of D0 mesons.
Here we measure the difference between the apparent life-
time in decays to the CP -even eigenstates K+K− and
π+π−, and that in decays to the K−π+ final state [6],

yCP =
τ(K−π+)

τ(K+K−)
− 1; (1)

formulae are written in terms of the K+K− mode for
simplicity. This quantity is related to the mixing param-
eters through yCP = y cosφ− 1

2
AMx sin φ [4], where AM

and φ parameterize CP -violation in mixing and in the
interference between mixing and D-meson decays respec-
tively. If CP violation can be neglected, AM = φ = 0
and yCP = y. Several measurements of yCP have been
reported [7]. Although no individual measurement is sta-
tistically significant, the average of these results is about
2 standard deviations above zero [1].

We also search for CP -violation by comparing appar-
ent lifetimes for D0 and D0 decaying to the CP -even final
states,

AΓ =
τ(D0 → K−K+) − τ(D0 → K+K−)

τ(D0 → K−K+) + τ(D0 → K+K−)
; (2)

in terms of the mixing and CP -violation parameters,
AΓ = 1

2
AMy cosφ − x sin φ.

Our results are based on 540 fb−1 of data recorded
by the Belle experiment [8] at the KEKB asymmetric-
energy e+e− collider [9], running at the center-of-mass
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FIG. 1: M distribution of selected events (with |∆q| <
0.80 MeV and σt < 370 fs) for (a) K+K−, (b) K−π+ and
(c) π+π− final states. The histogram shows the tuned MC
distribution. (d) q distribution (with |∆M |/σM < 2.3 and
σt < 370 fs) for the K+K− final state. ∆M and ∆q are
calculated relative to the nominal values for the signal. (e)
Normalized distribution of errors σt on the decay time t for
D0 → K−π+, showing the construction of the resolution func-
tion using the fraction fi in the bin with σt = σi. (f) Fitted
lifetime of D0 mesons in the K−π+ final state in four running
periods with slightly different conditions, and the result of a
fit to a constant. The world average value is also shown.

(CM) energy of the Υ(4S) resonance and 60 MeV below.
To test the method and estimate some systematic uncer-
tainties we used simulated Monte-Carlo (MC) events, in
both generic (including all relevant processes at this en-
ergy) and dedicated signal samples, which include small
run-dependent changes in the experimental data taking
conditions. The details of the analysis procedure were
finalised without consulting quantities sensitive to the
values of yCP and AΓ.

The Belle detector has been described in detail else-
where [8]. We reconstruct D∗+ → D0π+

s decays with
a characteristic slow pion πs, and D0 mesons in the
K+K−, K−π+ and π+π− final states. Each of the final
state tracks was required to have at least two associated
hits in each of the two measuring coordinates of the sili-
con vertex detector, consisting of 3 (4) layers of double-
sided semiconducting detectors for the first 155 fb−1 (last
385 fb−1) of the data [8, 10]. To select pion and kaon can-
didates we imposed standard particle identification cri-

yCP related to y and CP parameters by:
Falk et al, PRD65,054034

    AM≠0: CPV in mixing (asymmetry in RM between D0 and D0)
cosφ≠1: CPV in interference between mixing and decay

Non-zero value of yCP implies mixing.
If no CP violation, yCP = y.

CP observables (AΓ or ΔY) defined as:

AΓ = −
τ

(
D0 → K+K−

)
− τ

(
D0 → K+K−

)

τ
(
D0 → K+K−

)
+ τ

(
D0 → K+K−

)





EΞc + Eγ
pΞc + Eγ cos θD

Eγ sin θD
0



 →





EΞc
pΞc
0
0



 +





Eγ
Eγ cos θD
Eγ sin θD

0





AD =
R+

D −R−D
R+

D + R−D
= (−2.1± 5.2± 1.5)%

x′ = x cos δ + y sin δ

y′ = y cos δ − x sin δ

Fit D0 and D0 separately and obtain:

AΓ = −
τ

(
D0 → K+K−

)
− τ

(
D0 → K+K−

)

τ
(
D0 → K+K−

)
+ τ

(
D0 → K+K−

)

∆Y = −
τ

(
D0/D0 → K−π+

)

τ
(
D0/D0 → K+K−

)AΓ





EΞc + Eγ
pΞc + Eγ cos θD

Eγ sin θD
0



 →





EΞc
pΞc
0
0



 +





Eγ
Eγ cos θD
Eγ sin θD

0





AD =
R+

D −R−D
R+

D + R−D
= (−2.1± 5.2± 1.5)%

x′ = x cos δ + y sin δ

y′ = y cos δ − x sin δ
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Selection of D0 mesons

Identify the D0 flavor at production

using the decays

– select events around the expected

– The charge of the soft pion
determines the flavor of the D0

– p*(D0)>2.5 GeV/c (reject BB bkg)

Identify the D0 flavor at decay
using the charge of the Kaon

Vertexing with beam spot constraint

determines decay time,    and decay

 time error,    . It also affects resolution

on

right-sign (RS)

wrong-sign (WS)

Beam spot: 

!x _ 100 µm, 

!y _ 6 µm 

D0 decay vertex

D0 production

vertex

Resolution on proper-time: <"t>~0.5#D

is sufficient for mixing measurements

d$200µm

!
d 
$100µm

Belle & BaBar methods very similar:
•Require D*+ → D0 π+ tag

• ID flavour of D0 at production for CPV measurement
• Suppresses background
• Modest improvement to lifetime resolution

•Use D0 → K−K+, π−π+ as signal and K−π+ as control
• Many measurement systematics cancel in the ratio

•Get as clean a sample as possible
• Background model systematics don’t

cancel well between modes

BaBar: D0 → K−K+

Diagram shows another D0 decay mode

6

and MC events in a (Mhh, δm) sideband region defined by
1.78 < Mhh < 1.80 G eV/c2 and 0.14 < δm < 0.16 G eV/c2,

where the charm background is the dominant contribution.

We estimate the charm background to be (0.009 ± 0.002)%
of events in the signal region for K − π+, (0.2 ± 0.1)% for

K − K+, and (0.15 ± 0.15)% for π − π+.

The results of the lifetime fits are shown in Fig. 2. The fit-

ted D0 lifetime τKπ is found to be 409.33 ± 0.70 (sta t) fs,
consistent with the world-average lifetime [12]. From the fit

results we calculate yCP and ∆Y for the K − K+ mode, the

π − π+ mode, and the two modes combined, taking into ac-

count any correlations between the fitted lifetimes. The dom-

inant correlation of 11% arises primarily because the decay-

time resolution offset is shared between the decay modes. The

yCP and ∆Y results are listed in Table I. The combined result

is obtained by fitting the data with common lifetimes for the

K − K+ and π − π+ modes, and assuming the same value of

ϕf for theK − K+ and π − π+ decay modes.

TABLE I: The mixing parameters extracted from the fit to data,

where the first error is statistical and the second is systematic.

Sample y C P ∆ Y
K − K + (1.60 ± 0.46 ± 0.17)% ( − 0.40 ± 0.44 ± 0.12)%
π−π + (0.46 ± 0.65 ± 0.25)% ( 0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% ( − 0.26 ± 0.36 ± 0.08)%

Various cross-checks have been performed to ensure that

the fit is unbiased and the assumptions in the fit model are

well-founded. An offset in the resolution function is measured

in the fit to be−4.75 ± 0.51 fs. This offset was seen in our re-
cent K − π+ mixing analysis [1] and has also been observed

in other BABAR measurements of charm decays. Because we

measure ratios of lifetimes, the presence of a common offset

has minimal impact on the values yCP and ∆Y . However,
differences in the offset between the three decay modes, or

between the D0 and D0, could introduce a bias. No resolu-

tion offset is found in the MC samples. However, we are able

to introduce offsets in the fits to the MC sample of up to twice

the size of the offset in data by misaligning the Silicon Vertex

Tracker (SVT). In all cases the offsets are found to be consis-

tent between all modes.

The fitting procedure has been validated with generic MC

samples weighted to the luminosity of the data sample and

with dedicated signal MC samples. The signal efficiency is

found to be independent of the true decay time and the fitted

lifetimes are consistent with the generated value.

The assumption that the resolution function is the same for

all decay modes except for a scale factor is tested by fitting

each sample independently. This gives mixing parameters and

resolution offsets consistent with the nominal fit, but with sig-

nificantly larger statistical uncertainties. The lifetime has also

been extracted in independent fits to the flavor-separated sam-

ples of D0 → K − π+ and D0 → K+π − decays. The fitted

lifetimes and resolution functions in these two samples are

consistent with each other.
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FIG. 2: Decay time distribution in the data samples with the com-

bined fit overlaid. The top left plot is the tagged K −π + sample, the

middle plots are the D ∗ + (left) and D ∗− (right) tagged K − K + sam-

ples, and the bottom plots are the tagged π−π + samples. The shaded

and black distributions represent the charm and combinatorial back-

ground in the fit, respectively. The normalized residuals for each fit

are shown as a separate histogram for each sample. The top right plot

shows a summary of the measured lifetimes.

To cross-check the effect of the resolution offset, we per-

formed further studies by dividing the data sample into sub-

samples with different sensitivities to detector effects and fit-

ting each subsample independently. Besides the D  tagged

samples used for this mixing measurement, we also use a con-

trol sample of D0 → K − π+ decays where the D0 is not re-

quired to come from a D  decay. This untagged sample has

about five times as manyD0 decays as theD  tagged samples

combined, allowing us to divide the sample more finely. The

quantities used to divide the data into subsamples for these

tests include the run period, the azimuthal and polar angle of

theD0 meson, and the orientation of theD0 decay plane with

respect to the X-Y (bending) plane of the detector. In all of the

variables mentioned, the resolution offset is observed to have

a large variation (typically between −10 fs and 0 fs), but the
fitted lifetimes are consistent among samples. Furthermore,

the weighted average of the mixing parameters from the sub-

Belle: D0/D0 → K−K+
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and MC events in a (Mhh, δm) sideband region defined by
1.78 < Mhh < 1.80 G eV/c2 and 0.14 < δm < 0.16 G eV/c2,

where the charm background is the dominant contribution.

We estimate the charm background to be (0.009 ± 0.002)%
of events in the signal region for K − π+, (0.2 ± 0.1)% for

K − K+, and (0.15 ± 0.15)% for π − π+.

The results of the lifetime fits are shown in Fig. 2. The fit-

ted D0 lifetime τKπ is found to be 409.33 ± 0.70 (sta t) fs,
consistent with the world-average lifetime [12]. From the fit

results we calculate yCP and ∆Y for the K − K+ mode, the

π − π+ mode, and the two modes combined, taking into ac-

count any correlations between the fitted lifetimes. The dom-

inant correlation of 11% arises primarily because the decay-

time resolution offset is shared between the decay modes. The

yCP and ∆Y results are listed in Table I. The combined result

is obtained by fitting the data with common lifetimes for the

K − K+ and π − π+ modes, and assuming the same value of

ϕf for theK − K+ and π − π+ decay modes.

TABLE I: The mixing parameters extracted from the fit to data,

where the first error is statistical and the second is systematic.

Sample y C P ∆ Y
K − K + (1.60 ± 0.46 ± 0.17)% ( − 0.40 ± 0.44 ± 0.12)%
π−π + (0.46 ± 0.65 ± 0.25)% ( 0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% ( − 0.26 ± 0.36 ± 0.08)%

Various cross-checks have been performed to ensure that

the fit is unbiased and the assumptions in the fit model are

well-founded. An offset in the resolution function is measured

in the fit to be−4.75 ± 0.51 fs. This offset was seen in our re-
cent K − π+ mixing analysis [1] and has also been observed

in other BABAR measurements of charm decays. Because we

measure ratios of lifetimes, the presence of a common offset

has minimal impact on the values yCP and ∆Y . However,
differences in the offset between the three decay modes, or

between the D0 and D0, could introduce a bias. No resolu-

tion offset is found in the MC samples. However, we are able

to introduce offsets in the fits to the MC sample of up to twice

the size of the offset in data by misaligning the Silicon Vertex

Tracker (SVT). In all cases the offsets are found to be consis-

tent between all modes.

The fitting procedure has been validated with generic MC

samples weighted to the luminosity of the data sample and

with dedicated signal MC samples. The signal efficiency is

found to be independent of the true decay time and the fitted

lifetimes are consistent with the generated value.

The assumption that the resolution function is the same for

all decay modes except for a scale factor is tested by fitting

each sample independently. This gives mixing parameters and

resolution offsets consistent with the nominal fit, but with sig-

nificantly larger statistical uncertainties. The lifetime has also

been extracted in independent fits to the flavor-separated sam-

ples of D0 → K − π+ and D0 → K+π − decays. The fitted

lifetimes and resolution functions in these two samples are

consistent with each other.
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FIG. 2: Decay time distribution in the data samples with the com-

bined fit overlaid. The top left plot is the tagged K −π + sample, the

middle plots are the D ∗ + (left) and D ∗− (right) tagged K − K + sam-

ples, and the bottom plots are the tagged π−π + samples. The shaded

and black distributions represent the charm and combinatorial back-

ground in the fit, respectively. The normalized residuals for each fit

are shown as a separate histogram for each sample. The top right plot

shows a summary of the measured lifetimes.

To cross-check the effect of the resolution offset, we per-

formed further studies by dividing the data sample into sub-

samples with different sensitivities to detector effects and fit-

ting each subsample independently. Besides the D  tagged

samples used for this mixing measurement, we also use a con-

trol sample of D0 → K − π+ decays where the D0 is not re-

quired to come from a D  decay. This untagged sample has

about five times as manyD0 decays as theD  tagged samples

combined, allowing us to divide the sample more finely. The

quantities used to divide the data into subsamples for these

tests include the run period, the azimuthal and polar angle of

theD0 meson, and the orientation of theD0 decay plane with

respect to the X-Y (bending) plane of the detector. In all of the

variables mentioned, the resolution offset is observed to have

a large variation (typically between −10 fs and 0 fs), but the
fitted lifetimes are consistent among samples. Furthermore,

the weighted average of the mixing parameters from the sub-

BaBar
preliminary Belle

Yellow band: D0 → K− π+ control mode

Sample yCP ΔY

K+ K− (1.60 ± 0.46 ± 0.17)% (−0.40 ± 0.44 ± 0.12)%

π+ π− (0.46 ± 0.65 ± 0.25)% (0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% (−0.26 ± 0.36 ± 0.08)%

Sample yCP AΓ

K+ K− (1.25 ± 0.39 ± 0.28)% (0.15 ± 0.34 ± 0.16)%

π+ π− (1.44 ± 0.57 ± 0.42)% (−0.28 ± 0.52 ± 0.30)%

Combined (1.31 ± 0.32 ± 0.25)% (0.01 ± 0.30 ± 0.15)%

3.0σ evidence for mixing 3.2σ evidence for mixingNo evidence for CP violation

BaBar result can be combined with statistically independent
untagged sample (PRL 91, 162001(2002), 91 fb−1) to obtain
yCP = (1.03 ± 0.33 ± 0.19)%

arXiv:0712.2249 PRL 98:211803,2007
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FIG. 2: Results of the simultaneous fit to decay time dis-
tributions of (a) D0 → K+K−, (b) D0 → K−π+ and (c)
D0 → π+π− decays. The cross-hatched area represents back-
ground contributions, the shape of which was fitted using M
sideband events. (d) Ratio of decay time distributions be-
tween D0 → K+K−, π+π− and D0 → K−π+ decays. The
solid line is a fit to the data points.

the same mean. We therefore choose a parameterization

R(t − t′) =
n∑

i=1

fi

3∑
k=1

wkG(t − t′; σik, t0), (4)

with σik = skσpull
k σi, where the sk are three scale factors

introduced to account for differences between the simu-
lated and real σpull

k , and t0 allows for a (common) offset
of the Gaussian terms from zero.

The background B(t) is parameterized assuming two
lifetime components: an exponential and a δ function,
each convolved with corresponding resolution functions
as parameterized by Eq. (4). Separate B(t) parameters
for each final state are determined by fits to the t dis-
tributions of events in M sidebands. The tuned MC is
used to select the sideband region that best reproduces
the timing distribution of background events in the sig-
nal region. We find good agreement between the tuned
MC and data sidebands, with a normalized χ2 of 0.85,
0.83 and 0.83 for KK, Kπ, and ππ respectively.

The R(t − t′) and background parameterizations are
validated using MC and the large D0 → K−π+ sam-
ple selected from data. In the simulation, the ratio of
scale factors sk (k = 1, 2, 3) is consistent between decay
modes, within small statistical uncertainties. The offset
t0 is also independent of the final state, but it changes
slightly for simulated samples describing different run-
ning periods. Four such periods, coinciding with changes

to the detector, have been identified based on small vari-
ations of the mean t value for D0 → K−π+ in the data.
We perform a separate fit to each period and average the
results to obtain the final value of yCP . The free parame-
ters of each simultaneous fit are: τD0 , yCP , three factors
sk for the K−π+ mode and two terms that rescale the
sk in the K+K− and π+π− channels, the offset t0, and
normalization terms for the three decay modes. Fits to
the D0 → K−π+ sample show good agreement with the
parameters of R(t − t′) obtained from simulation.

For the second running period, we modify Eq. (4) to
add mode-dependent offsets ∆t between the first two
Gaussian terms, making the resolution function asym-
metric; these three parameters are also left free in the
fit. We find that such a function is required to yield
the D0 → K−π+ lifetime consistent with that in the
other running periods. (This behaviour has been repro-
duced with a MC model including a small relative mis-
alignment of the vertex detector and the drift chamber.)
The lifetime fit results are shown in Fig. 1(f): the mean,
τD0 = (408.7 ± 0.6 (stat.)) fs, is in good agreement with
the current world average, (410.1 ± 1.5) fs [1].

Fits to the D0 → K+K−, K−π+ and π+π− data
for the four running periods are shown in Fig. 2(a)-
(c), by summing both the data points and the fit func-
tions. Averaging the fit results, we find yCP = (1.31 ±
0.32 (stat.))%, 4.1 standard deviations from zero. The
agreement between the data and the fit functions is
good: χ2/ndof = 1.08 for ndof = 289 degrees of free-
dom. Fitting K+K−/K−π+ and π+π−/K−π+ events
separately we obtain yCP = (1.25 ± 0.39 (stat.))% and
yCP = (1.44 ± 0.57 (stat.))% respectively, in agreement
with each other. The yCP values for the four running
periods are also consistent, with χ2/ndof = 1.53/3.

To measure the CPV parameter AΓ we separately de-
termine the apparent lifetimes of D0 and D0 in decays
to the CP eigenstates; the data is fit in four running
periods as for yCP . To ensure convergence of the fits,
despite the much smaller event sample, the scale fac-
tor for the widest Gaussian s3 is fixed to the value ob-
tained from the yCP fit in each case. We obtain AΓ =
(0.01 ± 0.30 (stat.))%, consistent with zero; the quality
of the fit is good, with χ2/ndof = 1.00 for ndof = 390.
Separate fits to the two CP eigenstates find compati-
ble values: AΓ = (0.15 ± 0.35 (stat.))% for K+K− and
−(0.28 ± 0.52 (stat.))% for π+π−.

The behaviour of the fits has been tested in various
ways using MC simulation. Fits to signal events simu-
lated with yCP = 0 reproduce this value (and the gener-
ated τD0) even for a sample much larger than the data,
with (χ2/ndof , ndof) = (1.11, 285). Using samples of the
same size as the data, with background included, we find
a satisfactory fit, (χ2/ndof , ndof) = (1.18, 289), with a
statistical uncertainty in agreement with the error from
the fit to the data. Results obtained on reweighted MC
samples that cover a wide range of yCP values agree with
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Look for wrong-sign decays, e.g.
D*+ → D0 π+, D0 → K+ π−

Two main contributions:
Doubly-Cabibbo-suppressed (DCS) decay
Mixing & Cabibbo-favoured (CF) decay

Distinguish them by their time dependence:

K+π−

DCS

MIX CF

D0

cc̄

σ(e+e− → cc̄) ∼ 1.3 fb−1

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

L =
∏

i pS
i (xi)

∏
i pS

i (xi) +
∏

i pB
i (xi)

RK,2317 ∼ 0.87± 0.40

RD,2317 ∼ 0.14± 0.07

K+

π−

D0

D0 → D0

D0

cc̄

σ(e+e− → cc̄) ∼ 1.3 fb−1

|M(t)〉 =
1

2p

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉) + e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]

|M(t)〉 =
1

2q

[
e−i(m1− i

2Γ1)t(p|M〉+ q|M〉)− e−i(m2− i
2Γ2)t(p|M〉 − q|M〉)

]
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[Limit of |x| ≪ 1, |y| ≪ 1, and no CPV.]

Why x′ and y′ instead of x and y?
x′ = x cosδ + y sinδ
y′ = y cosδ − x sinδ

where δ is the phase difference between DCS and CF decays and depends on the final state.
Note: (x′2 + y′2)/2 = (x2 + y2)/2 ≡ RM
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first fit, we require CP to be conserved. The projection
of this fit superimposed on the data is shown in Fig. 2;
the χ2 of the projection is 54.6 for 60 bins. The central
value of x′2 is in the physically-allowed region x′2 > 0.
The correlation between x′2 and y′ is −0.909. The results
for the two SVD subsamples are consistent within 0.6 σ.
For the second fit, we allow CPV and fit the WS D0 and
D0 samples separately. We calculate AD and AM (see
Table I), and solve for x′2, y′ and φ using Eqs. (2) and
(3). We obtain |φ| = (9.4 ± 25.3)◦ or (84.5 ± 25.3)◦ for
the same or opposite signs of x′+ and x′−. Finally, for
the last fit we assume no mixing and set x′2 = y′ = 0.

We apply the method described in Ref. [6] to obtain
the 95% confidence level (C.L.) region and take into ac-
count the systematic errors. Figure 3 shows the 95% C.L.
contours with and without CPV allowed. For the case
of no CPV , the allowed area of (x′2, y′) values is smaller
than that of our previous measurement by a factor of 2.2.
The CPV contour has a complicated shape due to there
being two solutions for (x′, y′) when solving Eqs. (2) and
(3), depending on the signs of x′±.

x!2

y
!

no CPV (stat. only)

no CPV

  CPV

-20

-10

0

10

20

0 0.2 0.4 0.6 0.8

" 10
-3

"
 1

0
-3

FIG. 3: 95% C.L. regions for (x′2, y′). The point is the best fit
result assuming CP conservation. The dotted (dashed) line
is the statistical (statistical and systematic) contour for no
CPV . The solid line is the statistical and systematic contour
in the CPV -allowed case.

We evaluate systematic errors by varying parameters
used to select and fit the data within their uncertainties.
The sources of systematic error include event yields and
imperfect modeling of backgrounds and uncertainties in
the decay-time PDF’s. The former were estimated by
changing the selection criteria (kaon and pion identifica-
tion, χ2 of vertex fits, and the D∗ momentum) and thus

the signal to background ratio over a significant range.
The significance of an individual systematic shift is found
by calculating m2 = −2[lnL($αnew) − lnL($α0)]/2.3, with
$αnew = (x′2

new, y′
new) denoting the result of the fit with

the modified parameter and $α0 the result from the de-
fault fit. The factor 2.3 corresponds to 68% confidence
in two dimensions. The largest shift occurs for the D∗

momentum selection; it is found to be m2 = 0.083. The
parameters of functions fitted to the mKπ and Q distribu-
tions were also varied by their corresponding uncertain-
ties and the decay-time fit was repeated. The resulting
systematic error is found to be small. The influence of
σt on the fractions f i

k is checked by obtaining the com-
binatorial background σt PDF from the fit to sideband
events. Repeating the time fit with the modified f i

k yields
m2 = 0.030. The same value is found when varying all of
the fixed parameters entering the decay-time PDF’s by
their uncertainty. Adding in quadrature the significances
of all shifts due to possible systematic uncertainties, we
find the overall scaling factor

√

1 +
∑

m2
i = 1.12. We

increase the 95% C.L. statistical contour by this factor
to include systematic errors.

We show the contour with systematic errors included
in Fig. 3 as a dashed line in the CP -conserving case and
as a solid line in the general case. In the case of no CPV ,
the no-mixing point x′2 = y′ = 0 lies just outside the 95%
C.L. contour; this point corresponds to 3.9% C.L. with
systematic uncertainty included. The two-dimensional
95% C.L. intervals of parameters listed in Table I are ob-
tained by projecting these contours onto the correspond-
ing coordinate axes. In the case of CPV , because the
95% C.L. contour includes the point x′2 = y′ = 0, we
cannot constrain φ at this confidence level.

In summary, we have searched for D0-D0 mixing and
CP violation in “wrong-sign” D0 → K+π− decays using
a 400 fb−1 data sample. Assuming negligible CP viola-
tion in the D0 system, we obtain x′2 < 0.72 × 10−3 and
−9.9 × 10−3 < y′ < 6.8 × 10−3 at 95% C.L. These re-
sults supercede our previous measurement and represent
the most stringent limits on D0-D0 mixing parameters
to date. The data exhibits a small preference for positive
x′2 and y′; the no-mixing point x′2 = y′ = 0 corresponds
to a C.L. of 3.9%.

We thank the KEKB group for excellent operation of
the accelerator, the KEK cryogenics group for efficient
solenoid operations, and the KEK computer group and
the NII for valuable computing and Super-SINET net-
work support. We acknowledge support from MEXT and
JSPS (Japan); ARC and DEST (Australia); NSFC and
KIP of CAS (contract No. 10575109 and IHEP-U-503,
China); DST (India); the BK21 program of MOEHRD,
and the CHEP SRC and BR (grant No. R01-2005-000-
10089-0) programs of KOSEF (Korea); KBN (contract
No. 2P03B 01324, Poland); MIST (Russia); MHEST
(Slovenia); SNSF (Switzerland); NSC and MOE (Tai-
wan); and DOE (USA).
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FIG. 4: Bayesian probability contours in the x 2 − y  pa-
rameter space corresponding to one through four equivalent
Gaussian standard deviations. The closed circle shows the
unconstrained fit values for the mixing parameters. The open
diamond shows the values from the physically allowed fit
(x 2 ≥ 0). The cross shows the no-mixing point.

computed from the data in Fig. 3 for a particular set of
fit parameters. The normalization factor is the integral
of L over the parameter space. A flat prior is used for all
three parameters, and RD is treated as a Bayesian nui-
sance parameter. The contours are insensitive to modest
changes in the prior. The contours in the x′2-y′ plane
are shown in Fig. 4. The no-mixing point lies on the
contour which excludes a region containing a probability
of 1.5 × 10−4, equivalent to 3.8 Gaussian standard devi-
ations. We also computed contours with the constraint
x′2 ≥ 0 and find a probability for no-mixing consistent
with the value obtained without the constraint.

We tried alternate procedures to determine the prob-
ability for no mixing. We fit the data in Fig. 3 with the
constraint y′ = x′2 = 0, with results as given in Table I.
The change in log likelihood (−2∆ ln L) between the un-
constrained and no-mixing fits has an approximately chi-
square distribution for two degrees of freedom. From
Table I, −2∆ ln L = 17.6, which corresponds to a prob-
ability of 1.6 × 10−4. We also made a frequentist check
using ensembles of simulated R(t /  ) measurements with-
out mixing. The probability for a simulation to have a
value of −2∆ ln L ≥ 17.6 is 1.3 × 10−4. The probabil-
ities from both of these checks are consistent with that
obtained using Bayesian contours.

In conclusion, our data shows evidence for D 0 − D̄ 0

mixing in the K +π− channel, providing the first con-
firmation of the evidence from the B A B A R experiment.
The mixing could be due to standard model long-range
intermediate states or due to new physics. Improved re-
liability of standard model calculations and future mea-
surements of mixing signatures with improved precision

are needed to explain this phenomenon.
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FIG. 2: The distribution of transverse impact parameter d0

for 5 < t/τ < 6 for “right sign” background-subtracted D∗

mesons. The result of a binned maximum likelihood fit shows
the narrow peak due to promptly produced D∗ mesons (dark
shaded) and the broad distribution due to non-prompt D∗

mesons from B decay (light shaded).

the RS shapes. For each of the 20 t/τ bins, the prompt
WS (RS) signal is determined from the number of WS
(RS) D∗ mesons and the shapes of the d0 distributions.
The ratio of non-prompt to prompt signal is ≈ 0.02 at
t/τ = 2 and increases with increasing t/τ due to the
faster exponential fall-off with t/τ for D0 compared to
B. At t/τ = 7, the ratio is ≈ 1.

The time-integrated prompt D∗ signals are (12.7 ±
0.3)×103 WS events and (3.044±0.002)×106 RS events.
The ratios of prompt WS to RS signal for the 20 t/τ
bins are shown in Fig. 3. The uncertainties for each
bin include statistical and systematic contributions. The
significant systematic uncertainties are due to the back-
ground shapes for the mKπ, ∆m, and d0 distributions,
which are described by parameters that are allowed to
vary in the fitting procedure. We used simulation to
confirm that our choice of decay time bins does not sys-
tematically affect the result. The detector acceptances
for RS and WS decays are nearly identical, and their dif-
ference contributes a negligible systematic uncertainty in
the ratio R. The large uncertainty in the first t/τ bin is
due to low signal statistics caused by the trigger turn-on
at small t/τ . In the last two bins, the uncertainties are
large because the exponential fall-off of the WS signal
with t/τ results in smaller numbers of signal events.

A least-squares parabolic fit of the data in Fig. 3 to
Eq. (1) determines the values and uncertainties for the
parameters RD, y′, and x′2, which are listed in Table I.
Since the value of x′2 is unphysical (less than zero), but
consistent with zero, we also fit the data with the con-
straint x′2 = 0. The values of RD and y′ are consistent
with and without the constraint. The values and preci-
sion of the parameters measured by CDF are comparable
to those from the best previous measurements, as shown

!t/
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0.006

0.008
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FIG. 3: Ratio of prompt D∗ “wrong-sign” to “right sign”
decays as a function of normalized proper decay time. The
dashed curve is from a least-squares parabolic fit, which de-
termines the parameters RD, y′, and x′2. The dotted line is
the fit assuming no mixing.

TABLE I: Fit results for the R(t/τ ) distribution. The uncer-
tainties include statistical and systematic components. The
correlation coefficient between y′ and x′2 for the uncon-
strained fit is −0.98. The no-mixing fit is consistent with
our previous time-independent result [19].

Fit type RD(10−3) y′ (10−3) x′2 (10−3) χ2 / d.o.f.
Unconstrained 3.04 ± 0.55 8.5 ± 7.6 −0.12 ± 0.35 19.2 / 17
Physically
allowed 3.22 ± 0.23 6.0 ± 1.4 0 19.3 / 18
No mixing 4.15 ± 0.10 0 0 36.8 / 19

in Table II.
To determine the consistency of our data with the no-

mixing hypothesis, we compute Bayesian contours con-
taining the region with the highest posterior probability.
The probability density is calculated as the product of
a likelihood L and a prior, divided by a normalization
factor. The likelihood is L = exp(−χ2/2), where χ2 is

TABLE II: Comparison of the CDF result with recent mea-
surements. All results use D0 → K+π− decays and fits as-
suming no CP violation. The uncertainties include statistical
and systematic components. The significance for no mixing is
given in terms of the equivalent number of Gaussian standard
deviations.

Mixing
Experiment RD(10−3) y′ (10−3) x′2 (10−3) Signif.
CDF 3.04 ± 0.55 8.5 ± 7.6 −0.12 ± 0.35 3.8
BABAR [8] 3.03 ± 0.19 9.7 ± 5.4 −0.22 ± 0.37 3.9
Belle [9] 3.64 ± 0.17 0.6 +4.0

−3.9 0.18 +0.21
−0.23 2.0

x′,y′ highly correlated
BaBar:  AD = (−2.1 ± 5.2 ± 1.5)%
Belle:   AD = (2.3 ± 4.7)%
Belle:   AM = 0.67 ± 1.2

6

the change in negative log likelihood with respect to the
minimum. Figure 3 shows confidence-level (CL) contours
calculated from the change in log likelihood (−2∆ lnL)
in two dimensions (x′2 and y′) with systematic uncer-
tainties included. The likelihood maximum is at the un-
physical value of x′2 = −2.2× 10−4 and y′ = 9.7× 10−3.
The value of −2∆ lnL at the most likely point in the
physically allowed region (x′2 = 0 and y′ = 6.4 × 10−3)
is 0.7 units. The value of −2∆ lnL for no-mixing is
23.9 units. Including the systematic uncertainties, this
corresponds to a significance equivalent to 3.9 standard
deviations (1 − CL = 1 × 10−4) and thus constitutes
evidence for mixing. The fitted values of the mixing pa-
rameters and RD are listed in Table I. The correlation
coefficient between the x′2 and y′ parameters is −0.94.
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FIG. 3: The central value (point) and confidence-level (CL)
contours for 1 − CL = 0.317 (1σ), 4.55 × 10−2 (2σ), 2.70 ×
10−3 (3σ), 6.33 × 10−5 (4σ) and 5.73× 10−7 (5σ), calculated
from the change in the value of −2 lnL compared with its
value at the minimum. Systematic uncertainties are included.
The no-mixing point is shown as a plus sign (+).

Allowing for the possibility of CP violation, we cal-

culate the values of RD =
√

R+
DR−

D and AD = (R+
D −

R−
D)/(R+

D +R−
D) listed in Table I, from the fitted R±

D val-
ues. The best fit in each case is more than three standard
deviations away from the no-mixing hypothesis. All cross
checks indicate that the high level of agreement between
the separate D0 and D0 fits is a coincidence.

As a cross-check of the mixing signal, we perform inde-
pendent {mKπ, ∆m} fits with no shared parameters for
intervals in proper time selected to have approximately
equal numbers of RS candidates. The fitted WS branch-
ing fractions are shown in Fig. 4 and are seen to increase
with time. The slope is consistent with the measured
mixing parameters and inconsistent with the no-mixing
hypothesis.

We have validated the fitting procedure on simulated
data samples using both MC samples with the full de-
tector simulation and large parameterized MC samples.
In all cases we have found the fit to be unbiased. As a
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FIG. 4: The WS branching fractions from independent
{mKπ , ∆m} fits to slices in measured proper time (points).
The dashed line shows the expected wrong-sign rate as de-
termined from the mixing fit shown in Fig. 2. The χ2 with
respect to expectation from the mixing fit is 1.5; for the no-
mixing hypothesis (a constant WS rate), the χ2 is 24.0.

TABLE I: Results from the different fits. The first uncertainty
listed is statistical and the second systematic.

Fit type Parameter Fit Results (/10−3)
No CP viol. or mixing RD 3.53 ± 0.08 ± 0.04

No CP
violation

RD 3.03 ± 0.16 ± 0.10
x′2 −0.22 ± 0.30 ± 0.21
y′ 9.7 ± 4.4 ± 3.1

CP
violation
allowed

RD 3.03 ± 0.16 ± 0.10
AD −21 ± 52 ± 15
x′2+ −0.24 ± 0.43 ± 0.30
y′+ 9.8 ± 6.4 ± 4.5
x′2− −0.20 ± 0.41 ± 0.29
y′− 9.6 ± 6.1 ± 4.3

further cross-check, we have performed a fit to the RS
data proper-time distribution allowing for mixing in the
signal component; the fitted values of the mixing param-
eters are consistent with no mixing. The correlations
among parameters determined at different stages of the
fit are low. In addition we have found the staged fit-
ting approach to give the same solution and confidence
regions as a simultaneous fit in which all parameters are
allowed to vary.

In evaluating systematic uncertainties in RD and the
mixing parameters we have considered variations in the
fit model and in the selection criteria. We have also con-
sidered alternative forms of the mKπ, ∆m, proper time,
and δt PDFs. We varied the t and δt requirements. In
addition, we considered variations that keep or reject all
D∗+ candidates sharing tracks with other candidates.

For each source of systematic error, we compute

the significance s2
i = 2

[

lnL(x′2, y′) − lnL(x′2
i , y

′
i)

]

/2.3,

where (x′2, y′) are the parameters obtained from the
standard fit, (x′2

i , y
′
i) the parameters from the fit includ-
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Figure 5: Likelihood contour plots for x′′ and y′′ corresponding to 68.3%, 95.0%, 99% and 99.9%
probability respectively. On the tob contour plot, only statistical errors were considered. On the
bottom one the systematic errors were added.
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Wrong-sign D0 → K+ π− π0

14

DCS and CF components each have a Dalitz plot.
• Get CF Dalitz model from time-independent fit to RS data
• Get DCS Dalitz model & mixing params from time-dependent fit to WS data

Mixing results:

[x′′, y′′ since phase is in general different from D0 → K+ π−]

BaBar preliminary
384 fb-1
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Figure 2: Dalitz plot for RS (left) and WS (right) data samples.
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Figure 3: Dalitz plot projections for RS data with the fit result superimposed.

K∗0
0 (1430) fit fractions. Figure 3 shows projections of the data and fit for the three invariant mass

distributions. In addition to the ρ and K∗ contributions, the origin of all the other structures is
due to the superposition of the resonances’s contributions in the whole Dalitz plot.

5 WRONG SIGN FIT RESULTS

The total PDF considered for the WS Dalitz plot fit is:

PDFTOT (t,m2
K+π− ,m2

K+π0) = NsigPDFsig +
NmistagPDFmistag +
Ncomb+bad−D0PDFcomb+bad−D0 (10)

where Nsig, Nmistag and Ncomb+bad−D0 are the number of events of signal, mistag background, and
the sum of combinatoric and misreconstructed D0 backgrounds, respectively. They are fixed to the
values obtained from the {mD0 ,∆m} fit.

8

Time-integrated RS data
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Figure 2: Dalitz plot for RS (left) and WS (right) data samples.
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Figure 3: Dalitz plot projections for RS data with the fit result superimposed.

K∗0
0 (1430) fit fractions. Figure 3 shows projections of the data and fit for the three invariant mass

distributions. In addition to the ρ and K∗ contributions, the origin of all the other structures is
due to the superposition of the resonances’s contributions in the whole Dalitz plot.

5 WRONG SIGN FIT RESULTS

The total PDF considered for the WS Dalitz plot fit is:

PDFTOT (t,m2
K+π− ,m2

K+π0) = NsigPDFsig +
NmistagPDFmistag +
Ncomb+bad−D0PDFcomb+bad−D0 (10)

where Nsig, Nmistag and Ncomb+bad−D0 are the number of events of signal, mistag background, and
the sum of combinatoric and misreconstructed D0 backgrounds, respectively. They are fixed to the
values obtained from the {mD0 ,∆m} fit.

8

Time-integrated WS data

Contours: 68.3%, 95%, 99%, 99.9%
Consistent with no mixing at 0.8%
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D0 → KS π+ π−

15

Another time-dependent Dalitz plot
analysis -- but this time have:

• CF contributions (e.g. D0 → K*− π+)
• DCS contributions (e.g. D0 → K*+ π−)
• CP-even contribution (e.g. D0 → KS ρ0)
• CP-odd contribution (e.g. D0 → KS f0)

... all in the same Dalitz plot, interfering.
⇒ Can measure relative phases -- and hence x, y -- directly!

Mixing results assuming no CPV:
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FIG. 3: (a) The decay-time distribution for events in the
Dalitz plot fit region for data (points with error bars), and
the fit projection for the CP -conservation fit (curve). The
hatched area represents the combinatorial background contri-
bution. (b) Ratio of decay-time distributions for events in the
K∗(892)+ and K∗(892)− regions.

model. We estimate these uncertainties by varying rel-
evant parameters by their ±1σ errors and interpreting
the change in x and y as the systematic uncertainty due
to that source. The main sources of experimental uncer-
tainty are the modeling of the background, the efficiency,
and the event selection criteria. We vary the background
normalization and timing parameters within their uncer-
tainties, and we also set fw equal to its expected value
of 0.5 or alternatively let it float. To investigate possi-
ble correlations between the Dalitz plot (m2

+, m2
−) dis-

tribution and the t distribution of combinatorial back-
ground, the Dalitz plot distribution is obtained for three
bins of decay time; these PDFs are then used accord-
ing to the reconstructed t of individual events. We also
try a uniform efficiency function, and we apply a “best-
candidate” selection to check the effect of the small frac-
tion of multiple-candidate events. We add all variations
in x and y in quadrature to obtain the overall experimen-
tal systematic error.

The systematic error due to our choice of D0 →
K0

Sπ+π− decay model is evaluated as follows. We
vary the masses and widths of the intermediate res-
onances by their known uncertainties [11], and we
also try fits with Blatt-Weisskopf form factors set to
unity and with no q2 dependence in the Breit-Wigner
widths. We perform a series of fits successively exclud-
ing intermediate resonances that give small contributions
(ρ(1450), K∗(1680)+), and we also exclude the NR con-
tribution. We account for uncertainty in modeling of
the S-wave ππ component by using K-matrix formal-
ism [12]. We include an uncertainty due to the effect of
around 10-20% bias in the amplitudes for the K∗(1410)±,
K∗

0 (1430)+ and K∗
2 (1430)+ intermediate states, which we

observe in MC studies. Adding all variations in quadra-
ture gives the final results listed in Table I.

We obtain a 95% C.L. contour in the (x, y) plane
by finding the locus of points where −2 lnL increases
by 5.99 units with respect to the minimum value (i.e.,
−2∆ lnL=5.99). All fit variables other than x and y are
allowed to vary to obtain best-fit values at each point
on the contour. To include systematic uncertainty, we
rescale each point on the contour by a factor

√
1 + r2,

where r2 is a weighted average of the ratios of systematic
to statistical errors for x and y, where the weights de-
pend on the position on the contour. Both the statistical-
only and overall contours for both the CPV -allowed and
the CP -conservation case are shown in Fig. 4. We note
that for the CPV -allowed case, the reflection of these
contours through the origin (0, 0) are also allowed re-
gions. Projecting the overall contour onto the x, y axes
gives the 95% C.L. intervals listed in Table I. After
the systematics-rescaling procedure, the no-mixing point
(0,0) has a value −2∆ lnL = 7.3; this corresponds to a
C.L. of 2.6%. We have confirmed this value by generat-
ing and fitting an ensemble of MC fast-simulated exper-
iments.
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FIG. 4: 95% C.L. contours for (x, y): dotted (solid) corre-
sponds to statistical (statistical and systematic) contour for
no CPV , and dash-dotted (dashed) corresponds to statisti-
cal (statistical and systematic) contour for the CPV -allowed
case. The point is the best-fit result for no CPV .

In summary, we have measured the D0-D 0 mixing
parameters x and y using a Dalitz plot analysis of
D0 → K0

S π+π− decays. Assuming negligible CP vi-
olation, we measure x = (0.80 ± 0.29+0.09+0.10

−0.07−0.14)% and
y = (0.33 ± 0.24+0.08+0.06

−0.12−0.08)%, where the errors are sta-
tistical, experimental systematic, and decay-model sys-
tematic, respectively. Our results disfavor the no-mixing
point x = y = 0 with a significance of 2.2σ, while the
one dimensional significance for x > 0 is 2.4σ. We have
also searched for CPV ; we see no evidence for this and
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Dalitz plot fit region for data (points with error bars), and
the fit projection for the CP -conservation fit (curve). The
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bution. (b) Ratio of decay-time distributions for events in the
K∗(892)+ and K∗(892)− regions.

model. We estimate these uncertainties by varying rel-
evant parameters by their ±1σ errors and interpreting
the change in x and y as the systematic uncertainty due
to that source. The main sources of experimental uncer-
tainty are the modeling of the background, the efficiency,
and the event selection criteria. We vary the background
normalization and timing parameters within their uncer-
tainties, and we also set fw equal to its expected value
of 0.5 or alternatively let it float. To investigate possi-
ble correlations between the Dalitz plot (m2

+, m2
−) dis-

tribution and the t distribution of combinatorial back-
ground, the Dalitz plot distribution is obtained for three
bins of decay time; these PDFs are then used accord-
ing to the reconstructed t of individual events. We also
try a uniform efficiency function, and we apply a “best-
candidate” selection to check the effect of the small frac-
tion of multiple-candidate events. We add all variations
in x and y in quadrature to obtain the overall experimen-
tal systematic error.

The systematic error due to our choice of D0 →
K0

Sπ+π− decay model is evaluated as follows. We
vary the masses and widths of the intermediate res-
onances by their known uncertainties [11], and we
also try fits with Blatt-Weisskopf form factors set to
unity and with no q2 dependence in the Breit-Wigner
widths. We perform a series of fits successively exclud-
ing intermediate resonances that give small contributions
(ρ(1450), K∗(1680)+), and we also exclude the NR con-
tribution. We account for uncertainty in modeling of
the S-wave ππ component by using K-matrix formal-
ism [12]. We include an uncertainty due to the effect of
around 10-20% bias in the amplitudes for the K∗(1410)±,
K∗

0 (1430)+ and K∗
2 (1430)+ intermediate states, which we

observe in MC studies. Adding all variations in quadra-
ture gives the final results listed in Table I.

We obtain a 95% C.L. contour in the (x, y) plane
by finding the locus of points where −2 lnL increases
by 5.99 units with respect to the minimum value (i.e.,
−2∆ lnL=5.99). All fit variables other than x and y are
allowed to vary to obtain best-fit values at each point
on the contour. To include systematic uncertainty, we
rescale each point on the contour by a factor

√
1 + r2,

where r2 is a weighted average of the ratios of systematic
to statistical errors for x and y, where the weights de-
pend on the position on the contour. Both the statistical-
only and overall contours for both the CPV -allowed and
the CP -conservation case are shown in Fig. 4. We note
that for the CPV -allowed case, the reflection of these
contours through the origin (0, 0) are also allowed re-
gions. Projecting the overall contour onto the x, y axes
gives the 95% C.L. intervals listed in Table I. After
the systematics-rescaling procedure, the no-mixing point
(0,0) has a value −2∆ lnL = 7.3; this corresponds to a
C.L. of 2.6%. We have confirmed this value by generat-
ing and fitting an ensemble of MC fast-simulated exper-
iments.
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FIG. 4: 95% C.L. contours for (x, y): dotted (solid) corre-
sponds to statistical (statistical and systematic) contour for
no CPV , and dash-dotted (dashed) corresponds to statisti-
cal (statistical and systematic) contour for the CPV -allowed
case. The point is the best-fit result for no CPV .

In summary, we have measured the D0-D 0 mixing
parameters x and y using a Dalitz plot analysis of
D0 → K0

S π+π− decays. Assuming negligible CP vi-
olation, we measure x = (0.80 ± 0.29+0.09+0.10

−0.07−0.14)% and
y = (0.33 ± 0.24+0.08+0.06

−0.12−0.08)%, where the errors are sta-
tistical, experimental systematic, and decay-model sys-
tematic, respectively. Our results disfavor the no-mixing
point x = y = 0 with a significance of 2.2σ, while the
one dimensional significance for x > 0 is 2.4σ. We have
also searched for CPV ; we see no evidence for this and
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FIG. 3: (a) The decay-time distribution for events in the
Dalitz plot fit region for data (points with error bars), and
the fit projection for the CP -conservation fit (curve). The
hatched area represents the combinatorial background contri-
bution. (b) Ratio of decay-time distributions for events in the
K∗(892)+ and K∗(892)− regions.

model. We estimate these uncertainties by varying rel-
evant parameters by their ±1σ errors and interpreting
the change in x and y as the systematic uncertainty due
to that source. The main sources of experimental uncer-
tainty are the modeling of the background, the efficiency,
and the event selection criteria. We vary the background
normalization and timing parameters within their uncer-
tainties, and we also set fw equal to its expected value
of 0.5 or alternatively let it float. To investigate possi-
ble correlations between the Dalitz plot (m2

+, m2
−) dis-

tribution and the t distribution of combinatorial back-
ground, the Dalitz plot distribution is obtained for three
bins of decay time; these PDFs are then used accord-
ing to the reconstructed t of individual events. We also
try a uniform efficiency function, and we apply a “best-
candidate” selection to check the effect of the small frac-
tion of multiple-candidate events. We add all variations
in x and y in quadrature to obtain the overall experimen-
tal systematic error.

The systematic error due to our choice of D0 →
K0

Sπ+π− decay model is evaluated as follows. We
vary the masses and widths of the intermediate res-
onances by their known uncertainties [11], and we
also try fits with Blatt-Weisskopf form factors set to
unity and with no q2 dependence in the Breit-Wigner
widths. We perform a series of fits successively exclud-
ing intermediate resonances that give small contributions
(ρ(1450), K∗(1680)+), and we also exclude the NR con-
tribution. We account for uncertainty in modeling of
the S-wave ππ component by using K-matrix formal-
ism [12]. We include an uncertainty due to the effect of
around 10-20% bias in the amplitudes for the K∗(1410)±,
K∗

0 (1430)+ and K∗
2 (1430)+ intermediate states, which we

observe in MC studies. Adding all variations in quadra-
ture gives the final results listed in Table I.

We obtain a 95% C.L. contour in the (x, y) plane
by finding the locus of points where −2 lnL increases
by 5.99 units with respect to the minimum value (i.e.,
−2∆ lnL=5.99). All fit variables other than x and y are
allowed to vary to obtain best-fit values at each point
on the contour. To include systematic uncertainty, we
rescale each point on the contour by a factor

√
1 + r2,

where r2 is a weighted average of the ratios of systematic
to statistical errors for x and y, where the weights de-
pend on the position on the contour. Both the statistical-
only and overall contours for both the CPV -allowed and
the CP -conservation case are shown in Fig. 4. We note
that for the CPV -allowed case, the reflection of these
contours through the origin (0, 0) are also allowed re-
gions. Projecting the overall contour onto the x, y axes
gives the 95% C.L. intervals listed in Table I. After
the systematics-rescaling procedure, the no-mixing point
(0,0) has a value −2∆ lnL = 7.3; this corresponds to a
C.L. of 2.6%. We have confirmed this value by generat-
ing and fitting an ensemble of MC fast-simulated exper-
iments.
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FIG. 4: 95% C.L. contours for (x, y): dotted (solid) corre-
sponds to statistical (statistical and systematic) contour for
no CPV , and dash-dotted (dashed) corresponds to statisti-
cal (statistical and systematic) contour for the CPV -allowed
case. The point is the best-fit result for no CPV .

In summary, we have measured the D0-D 0 mixing
parameters x and y using a Dalitz plot analysis of
D0 → K0

S π+π− decays. Assuming negligible CP vi-
olation, we measure x = (0.80 ± 0.29+0.09+0.10

−0.07−0.14)% and
y = (0.33 ± 0.24+0.08+0.06

−0.12−0.08)%, where the errors are sta-
tistical, experimental systematic, and decay-model sys-
tematic, respectively. Our results disfavor the no-mixing
point x = y = 0 with a significance of 2.2σ, while the
one dimensional significance for x > 0 is 2.4σ. We have
also searched for CPV ; we see no evidence for this and
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Semi-leptonic decays

16

expected number of background events from the unbi-
ased MC sample: we observe 5 which scales to 2.85 for
the luminosity of the data. To estimate the possible non-
cc background rate, we also examine events which sat-
isfy the semileptonic-side selection criteria but fail the
tagging-side criteria because the mass of the hadronic D
candidate falls outside the accepted window. As we had
examined the data events in the “far” sidebands (side-
bands “2”) of Figure 2 while optimzing hadronic side se-
lection criteria, we also examine those in the “near side-
bands (sidebands “1”) to estimate the number of these
“false tag” events: we find no WS candidates in the near
or far ∆M sideband regions in either the data or un-
biased MC sample. Given the agreement between data
and the unbiased MC sample, we determine the central
value of the number of WS signal events by subtracting
the luminosity-scaled number of unbiased MC WS back-
ground events in the signal region from the number of
candidates observed in the data there.

The dark shaded entries in Figure 7 denote the ∆M
distribution of WS candidates in the data after all event
selection, where we observe 3 WS candidates in the sig-
nal region and none in the sideband regions. Given the
expected WS background of 2.85 events shown in the
solid histogram of Figure 5, we calculate a net WS signal
yield of 0.15 events. We discuss below the total error as-
sociated with the estimated number of WS background
events.

Systematics and Confidence Intervals

To calculate confidence intervals for the number of
mixing events observed, we initally determine a system-
atic uncertainty associated with the WS background es-
timate. We compare 10 background control samples in
data with corresponding MC samples to determine how
well we expect the MC to describe the WS background
in the signal region. The detailed results of this compar-
ison are shown in Table III. The first line compares the
number of WS events observed in the far background re-
gion of the data and the tuning MC sample. The second
line compares the same numbers for the data and for
the unbiased MC sample. The remaining table entries
compare the number of events observed in two types of
doubly-charged (DC) background samples obtained from
data with those observed from the same sources in unbi-
ased MC events. In both of the DC background samples,
the kaon and the electron have the same charge sign,
and are reconstructed exactly as neutral Ke vertex can-
didates are, except for the differing charge correlation.
In those additionally labeled WS, the slow pion has the
same charge as the kaon, while in those additionally la-
beled RS, the slow pion has the opposite charge.

Ignoring the correlations between entries 3,5 and 4,6 in
Table III, we estimate the consistency between the data
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FIG. 7: WS data ∆M distribution. The dark histogram
shows WS events in the data passing all event selection. The
light histogram shows WS events passing all selections except
the double-tag kinematic selection. Region “1” is the signal
region, “2” is the near sideband, and “3” is the far sideband.

and MC samples by calculating a summed χ2 for all the
entries:

χ2(data, MC) =
10∑

i=1

[
(xdata

i − xMC
i )2

(σdata
i )2 + (σMC

i )2

]
= 11.4 (3)

The value χ2 = 11.4 is consistent with 1 per degree
of freedom. Taken together, these observations indicate
that the MC estimate for the background rate in the sig-
nal region of the WS sample is reasonably accurate. We
conservatively assign the largest discrepancy between the
data and MC rates, 50%, as the systematic uncertainty
associated with the ratio between the MC estimate of the
background rate and its true value.

To determine confidence intervals for the number of
WS mixing events, we adapt a suggestion made in Ref.
[16]. The complete statistical procedure is described in
detail in the appendix; it is summarized here. We start
with a likelihood function, L(n, nb; s, b), for the number
of events observed in the signal region of the WS data
sample, n, and the corresponding number observed in
the MC sample, nb. L(n, nb; s, b) depends upon the true
signal rate s and the true background rate b in the signal
region, and also accounts for the systematic uncertainty
in the ratio of the true background rate in data to that
estimated from MC. The value of (s, b) which maximizes
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Data (passing all cuts)
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L = 492 fb−1 arXiv:0802.2952 (sub. to PRD)

RM = (1.3± 2.2± 2.0)× 10−4

RM < 6.1× 10−4 @ 90% C.L.

RM = (1.7± 3.9)× 10−4 (HFAG)

Update of PRD 72, 071101 (2005)
and including µ sample.

A. Zupanc (JSI) Charm and Tau Decays Moriond EW 08, 04/03/2008 6 / 44

No evidence for mixing.
90% CL: RM in (−13, +12) ×10−4

No evidence for mixing.
90% CL: RM < 6.1 ×10−4

Look for D0 → K(*)+ l− νl
Pro: No DCS contribution! Theoretically clean
Con: Missing ν makes reconstruction/selection harder

Belle
arXiv:0802.2952, 492 fb-1 (preliminary)

•Electron & muon modes
•Kinematic constraints (Ecm, mD, mν) 
improve ν reconstruction

•D0 proper lifetime cut

BaBar
PRD 76:014018 (2007), 344 fb-1

•Electron mode only
•Use double-tag to suppress 
background

Data (recoil cut sideband)
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Mixing Indirect CP violation

No-mixing point excluded at 6.7σ No-CPV point still allowed at 1σ
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•D0 mixing now established (world avg: 6.7σ level)
• Still large uncertainties on parameters

• More work to do (pinning down x, y, yCP)

• Still statistically limited

•Observed mixing rate consistent with SM prediction...
• ... within large theory uncertainty...

• ... and at upper end of expected range.

•No sign of CP violation (direct or indirect) in charm yet
• Limits still well above SM expectations -- room for NP.
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CP violation

Direct Indirect

In mixing In interference between 
mixing and decay

Direct CPV: Manifests as an asymmetry in time-integrated decay rate between particle & antiparticle
Indirect CPV: Manifests as an asymmetry in time-dependent decay rates (& thus time-integrated too)
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Wrong-sign hadronic D0 decays -- time dependence goes like:

1 INTRODUCTION 3

An offset in ϕ of ±π is equivalent to interchanging the labels of the two physical D0 states. To avoid this
labeling ambiguity, we use the convention that |ϕ| < π/2.

The time dependent wrong sign decay rates for separate fits to D0 and D0 candidates are given by

T±
WS(t) = e−Γt

(

R±
D +

√
R±

Dy′± Γt +
x′±2 + y′±2

4
(Γt)2

)

(11)

These may be expressed in terms of RD, AM, AD, x′, y′, and ϕ as

T±
WS(t)
e−Γt

=
√

1 ± AD

1 ∓ AD
RD +

√
RD

4

√
(1 ± AD)(1 ± AM)
(1 ∓ AD)(1 ∓ AM)

(y′ cos ϕ∓x′ sin ϕ)Γt+
√

1 ± AM

1 ∓ AM

x′2 + y′2

4
(Γt)2 (12)

1.2 The 2003 D0 → K+π− Result

This analysis is a follow-up of a previous analysis published in 2003 [2]. For convenience, we list the
previously-published 2003 BABAR [2] and 2006 BELLE [3] results in Table 1. Details of the earlier BABAR

analysis may be found in BADs 114, 251, and 352 [5, 6, 7].

2003 BABAR measurement (57 fb−1) 2006 BELLE measurement, (400 fb−1)
Fit case Parameter Central value 95% CL interval Fit Result 95% CL interval

(x′2=0) (/10−3) (/10−3) ( × 10−3) ( × 10−3)

CP
violation
allowed

RD 3.1 2.3 < RD < 5.2
AD 1.2 −2.8 < AD < 4.9 23 ± 47 −76 < AD < 107
AM 670 ± 1200 −995 < AM < 1000
x′2 0 x′2 < 2.2 x′2 < 0.72
y′ 8.0 −56 < y′ < 39 −28 < y′ < 21

RM RM < 1.6 RM < 0.40

No CP
violation

RD 3.1 2.4 < RD < 4.9 3.64 ± 0.17 3.3 < RD < 4.0
x′2 0 x′2 < 2.0 0.18+0.21

−0.23 x′2 < 0.72
y′ 8.0 −27 < y′ < 22 0.6+4.0

−3.9 −9.9 < y′ < 6.8
RM RM < 1.3 0.63 × 10−5 < RM < 0.40

No mixing RD = (0.357 ± 0.022 (stat.) ± 0.027 (syst.))%
AD = 0.095 ± 0.061 (stat.) ± 0.083 (syst.)

No CP viol.
RD = (0.359±0.020 (stat.)±0.027 (syst.))% (0.377±0.008 (stat.)±0.005 (syst.))%or mixing

Table 1: Summary of the 2003 BABAR [2] and 2006 BELLE [3] D0 → K−π+ mixing and CP violation
results.

Simplify by writing separately for D0 (+) and D0 (−)
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1 INTRODUCTION 2

where it is necessary to accommodate a potential and as-yet unknown strong phase, δKπ, between the DCS
and CF amplitudes:

x′ = x cos δKπ + y sin δKπ, y′ = −x sin δKπ + y cos δKπ .

We define the mixing rate, RM, as the time integral of the quadratic term in Eq. (5):

RM ≡ (x2 + y2)/2 = (x′2 + y′2)/2. (6)

Mixing occurs if RM is non-zero. Eq. (5) may be integrated to obtain the time-integrated WS decay rate
RWS:

RWS = RD +
√

RDy′ + RM . (7)

Figure 1: Survey of mixing predictions for x and y. Left: Standard Model predictions; right: new physics
predictions.[1]
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1.1.1 CP violation

CP violation occurs in decay processes when the amplitude is described by the sum of a weak-interaction
term and a strong-interactions term; under CP , the weak phase changes sign while the strong phase does
not. CP violation may occur in mixing, in DCS decays, or in the interference between them. CP violation
is not present in the charm sector in the Standard Model but may occur in non-SM processes that include
additional CP -violating phases. Such terms can be absorbed into a phase ϕ.

To allow for CP violation in this analysis, we apply Eq. (5) to D0 and D0 candidate decays separately.
We fit for the parameters {R+

WS, x′+2, y′+} for D0 candidate decays and {R−
WS, x′−2, y′−} for D0 candidate

decays. The separate D0 and D0 results can be combined to form these measures of asymmetry

AD =
R+

D − R−
D

R+
D + R−

D

, AM =
R+

M − R−
M

R+
M + R−

M

, (8)

where R±
M ≡ (x′±2 + y′±2)/2. AD and AM are related to CP violation in the DCS decay and mixing

amplitudes, respectively. CP violation in the interference of DCS decay and mixing is parameterized by
the phase ϕ:

x′± = 4

√
1 ± AM

1 ∓ AM
(x′ cos ϕ ± y′ sinϕ) (9)

y′± = 4

√
1 ± AM

1 ∓ AM
(y′ cos ϕ ∓ x′ sinϕ). (10)

i.e.

Then:
• A difference between RD+ and RD− indicates CPV in decay
• A difference between (x′+ and x′−) or (y′+ and y′−) indicates indirect CPV

Advantage of expressing it this way: fit parameters (x′±, y′±, RD±) 
are well-defined even when mixing is small or zero.
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CPV: Hadronic D0 decays
Searches in time-dependent analyses
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6

the change in negative log likelihood with respect to the
minimum. Figure 3 shows confidence-level (CL) contours
calculated from the change in log likelihood (−2∆ lnL)
in two dimensions (x′2 and y′) with systematic uncer-
tainties included. The likelihood maximum is at the un-
physical value of x′2 = −2.2× 10−4 and y′ = 9.7× 10−3.
The value of −2∆ lnL at the most likely point in the
physically allowed region (x′2 = 0 and y′ = 6.4 × 10−3)
is 0.7 units. The value of −2∆ lnL for no-mixing is
23.9 units. Including the systematic uncertainties, this
corresponds to a significance equivalent to 3.9 standard
deviations (1 − CL = 1 × 10−4) and thus constitutes
evidence for mixing. The fitted values of the mixing pa-
rameters and RD are listed in Table I. The correlation
coefficient between the x′2 and y′ parameters is −0.94.
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FIG. 3: The central value (point) and confidence-level (CL)
contours for 1 − CL = 0.317 (1σ), 4.55 × 10−2 (2σ), 2.70 ×
10−3 (3σ), 6.33 × 10−5 (4σ) and 5.73× 10−7 (5σ), calculated
from the change in the value of −2 lnL compared with its
value at the minimum. Systematic uncertainties are included.
The no-mixing point is shown as a plus sign (+).

Allowing for the possibility of CP violation, we cal-

culate the values of RD =
√

R+
DR−

D and AD = (R+
D −

R−
D)/(R+

D +R−
D) listed in Table I, from the fitted R±

D val-
ues. The best fit in each case is more than three standard
deviations away from the no-mixing hypothesis. All cross
checks indicate that the high level of agreement between
the separate D0 and D0 fits is a coincidence.

As a cross-check of the mixing signal, we perform inde-
pendent {mKπ, ∆m} fits with no shared parameters for
intervals in proper time selected to have approximately
equal numbers of RS candidates. The fitted WS branch-
ing fractions are shown in Fig. 4 and are seen to increase
with time. The slope is consistent with the measured
mixing parameters and inconsistent with the no-mixing
hypothesis.

We have validated the fitting procedure on simulated
data samples using both MC samples with the full de-
tector simulation and large parameterized MC samples.
In all cases we have found the fit to be unbiased. As a

t (ps)
-2 -1 0 1 2

 (
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S
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FIG. 4: The WS branching fractions from independent
{mKπ , ∆m} fits to slices in measured proper time (points).
The dashed line shows the expected wrong-sign rate as de-
termined from the mixing fit shown in Fig. 2. The χ2 with
respect to expectation from the mixing fit is 1.5; for the no-
mixing hypothesis (a constant WS rate), the χ2 is 24.0.

TABLE I: Results from the different fits. The first uncertainty
listed is statistical and the second systematic.

Fit type Parameter Fit Results (/10−3)
No CP viol. or mixing RD 3.53 ± 0.08 ± 0.04

No CP
violation

RD 3.03 ± 0.16 ± 0.10
x′2 −0.22 ± 0.30 ± 0.21
y′ 9.7 ± 4.4 ± 3.1

CP
violation
allowed

RD 3.03 ± 0.16 ± 0.10
AD −21 ± 52 ± 15
x′2+ −0.24 ± 0.43 ± 0.30
y′+ 9.8 ± 6.4 ± 4.5
x′2− −0.20 ± 0.41 ± 0.29
y′− 9.6 ± 6.1 ± 4.3

further cross-check, we have performed a fit to the RS
data proper-time distribution allowing for mixing in the
signal component; the fitted values of the mixing param-
eters are consistent with no mixing. The correlations
among parameters determined at different stages of the
fit are low. In addition we have found the staged fit-
ting approach to give the same solution and confidence
regions as a simultaneous fit in which all parameters are
allowed to vary.

In evaluating systematic uncertainties in RD and the
mixing parameters we have considered variations in the
fit model and in the selection criteria. We have also con-
sidered alternative forms of the mKπ, ∆m, proper time,
and δt PDFs. We varied the t and δt requirements. In
addition, we considered variations that keep or reject all
D∗+ candidates sharing tracks with other candidates.

For each source of systematic error, we compute

the significance s2
i = 2

[

lnL(x′2, y′) − lnL(x′2
i , y

′
i)

]

/2.3,

where (x′2, y′) are the parameters obtained from the
standard fit, (x′2

i , y
′
i) the parameters from the fit includ-

BaBar D0 → K+ π−

4

ments as discussed below. We determine RD, x′2 and
y′ by applying an unbinned maximum likelihood fit to
the distribution of WS proper decay time, considering
the 4σ region |mKπ − mD0 | < 22 MeV/c2 and |Q − 5.9
MeV| < 1.5 MeV. We determine background shapes by
fitting events in an mKπ sideband (this contains no signal
or random πs events). The probability density function
(PDF) for the WS signal is given by Eq. (1), denoted as
Psig, convolved with a resolution function Rsig(t). The
latter is represented by a sum of three Gaussians with
widths σj = Sj · σt (j = 1 − 3) and a common mean
(the error σt varies event-by-event). The decay-time dis-
tributions for the backgrounds from random πs, 3-body
and D+

(s) decays are exponential, Pk = e−t/τk (k=rnd,

d3b, ds3), while the distribution of combinatorial back-
ground is taken to be a Dirac delta function δ(t). The
distributions are also convolved with the corresponding
resolution functions Rk (k=d3b, ds3, cmb) which depend
on σt. For the main background contribution of random
πs, the resolution function and the lifetime are the same
as those of the signal, since the πs does not affect the D0

vertex reconstruction. We define a likelihood value for
each (ith) event as a function of RD, x′2 and y′:

Pi =

∫ ∞

0
dt′

[{

f i
sigPsig(t

′; RD, x′2, y′)

+ f i
rndPrnd(t′) }Rsig(ti − t′) + f i

d3bPd3b(t′)Rd3b(ti − t′)

+ f i
ds3Pds3(t

′)Rds3(ti − t′) +f i
cmbδ(t

′)Rcmb(ti − t′)
]

.

(4)

Here, the fractions f i
k(k =sig, rnd, d3b, ds3 or cmb) are

determined on an event-by-event basis as functions of
mKπ, Q and σt.

The fitting procedure is implemented in steps as fol-
lows. First we fit the RS sideband region using a simple
background model to obtain parameters of Rd3b. Then
we fit the same events using a full background model
as in Eq. (4), which yields Rcmb and τd3b for RS back-
ground. We fit the RS signal region with these back-
ground parameters fixed, and obtain parameters of Rsig

(the scaling factors Sj , and the mean value and frac-
tions of the individual Gaussians) and the D0 lifetime
τD0 . The latter is found to be 409.9 ± 0.7 fs, in good
agreement with the world average value [11]. The χ2 of
the fit projection on the decay-time distribution is 64.0
for 60 bins. We use different resolution parameters for
the two SVD configurations. We then fit the WS sam-
ple. We fit the WS sideband region with Rd3b fixed from
the RS sideband fit and the D+

(s) contribution fixed from
MC calculations; this yields Rcmb and τd3b for WS back-
ground. Finally, we fit to the WS signal region with these
background parameters, Rsig and τD0 fixed. In the final
fit, RD, x′2 and y′ are the only free parameters and are
determined by maximizing the extended log-likelihood
function lnL =

∑

i lnPi + lnLR. The function LR is
a Gaussian that constrains the ratio RWS(RD, x′2, y′) to

be near the value obtained from the mKπ-Q fit; this is
needed because Psig(t′; RD, x′2, y′) is normalized to unity.

The main improvements in the decay-time fitting pro-
cedure with respect to that of our previous measurements
on a smaller data set [6] consist of using an improved res-
olution function and optimized coefficients f i

k. For the
latter, we include a dependence on σt, as this variable
substantially improves the discrimination between signal
decays and combinatorial background. We determine the
σt distribution for combinatorial background by fitting
WS data. To check the correctness of this method we
generate MC samples with the same size as data, add
the corresponding amount of backgrounds, and repeat
the fitting procedure. For a wide range of (x′2, y′) values,
the fit recovers the input values well within the statistical
uncertainty. If the σt dependence is not included in f i

k,
the fit obtains values shifted by 0.5–1 statistical standard
deviation with respect to the input values.

TABLE I: Summary of results including systematic errors.

Fit case Parameter Fit result 95% C.L. interval
(×10−3) (×10−3)

No CPV RD 3.64 ± 0.17 (3.3, 4.0)
x′2 0.18+0.21

−0.23 < 0.72
y′ 0.6+4.0

−3.9 (−9.9, 6.8)
RM - (0.63 × 10−5, 0.40)

CPV AD 23 ± 47 (−76, 107)
AM 670 ± 1200 (−995, 1000)
x′2 - < 0.72
y′ - (−28, 21)

RM - < 0.40
No mixing RD 3.77 ± 0.08(stat.) ± 0.05(syst.)
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FIG. 2: The decay-time distribution for WS events satisfying
|mKπ −mD0 | < 22 MeV/c2 and |Q− 5.9| < 1.5 MeV. Super-
imposed on the data (points with error bars) are projections
of the decay-time fit when no CPV is assumed. The mixing
and interference terms are shown at the 95% confidence level
upper limit (95% UL) for mixing.

Table I lists the results from three separate fits. For the

Belle D0 → K+ π−
Value 95% CL

5

the input within ±0.04%.
The effect of the resolution function on the measured

yCP has been tested by replacing the parameterization
in Eq. (4) with a single Gaussian. This describes the
data poorly and leads to a 3.9% shift in the fitted τD0

for a simulated D0 → K−π+ sample; however, the cor-
responding shift in yCP is only 0.01%. This shows that
the yCP value returned by the fit is robust against im-
perfections in the parameterization of R(t − t′).

The estimated systematic uncertainties are summa-
rized in Table I. We test for acceptance variations with
decay time by fitting the generated decay times of recon-
structed MC events. We find no deviation, but conserva-
tively assign the MC statistical error on yCP (±0.12%)
to this source. Another contribution is due to the choice
of equal t0 offsets in different decay modes: relaxing this
assumption leads to yCP changes of ±0.14%. Variation of
the D0 mass windows changes yCP by less than ±0.04%.
The effect of differences between backgrounds in the sig-
nal and sideband regions is studied by repeating the fits
using MC backgrounds from signal regions; small shifts
in the data sidebands used to determine B(t) are also
made. The largest resulting change in yCP , ±0.09%, is
quoted as the systematic error due to the background
description. Potential correlations between apparent life-
times and opening angle distributions (which differ be-
tween modes) have a small effect on yCP : ±0.02%.

The uncertainty due to the finite number of sideband
events, ±0.07%, is estimated by varying bin contents ac-
cording to Poisson statistics and repeating the fits. Com-
paring alternative fits where all running periods use the
symmetric resolution function (4), and the asymmetric
function presently used for the second period, we assign
an additional uncertainty of ±0.01%. Varying selection
criteria produces observable effects only in high statistics
MC samples, in the σt and |∆M |/σM cases. The result-
ing ±0.11% changes in yCP are conservatively assigned
as systematic errors. Finally, varying the binning of the
decay-time distribution produces a small effect, ±0.01%.
Adding all terms in quadrature, we obtain a systematic
uncertainty on yCP of ±0.25%. The same sources domi-
nate for AΓ, but yield a smaller total systematic uncer-
tainty, ±0.15%.

In summary, we measure the relative difference of the
apparent lifetime of D0 mesons between decays to CP -
even eigenstates and the K−π+ final state to be

yCP = (1.31 ± 0.32(stat.) ± 0.25(syst.))%. (5)

Combining the errors in quadrature, we find a confidence
level of only 6 × 10−4 for the yCP = 0 hypothesis. We
interpret this result as evidence for mixing in the D0–
D0 system, regardless of possible CPV . The effect is
presented visually in Fig. 2(d), which shows the ratio
of decay time distributions for D0 → K+K−, π+π− and
D0 → K−π+ decays. We also search for CP violation by
separately measuring decay times of D0 and D0 mesons

TABLE I: Sources of the systematic uncertainty for yCP and
AΓ.

Source ∆yCP [%] ∆AΓ [%]
acceptance 0.12 0.07
equal t0 0.14 0.08
M window position 0.04 < 0.01
signal/sideband background differences 0.09 0.06
opening angle distributions 0.02 - -
background distribution B(t) 0.07 0.07
(a)symmetric resolution function 0.01 0.01
selection variation 0.11 0.05
binning of t distribution 0.01 0.01
Total 0.25 0.15

in CP -even final states. We find an asymmetry consistent
with zero,

AΓ = (0.01 ± 0.30(stat.) ± 0.15(syst.))%. (6)
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)

◦

x = (0.97+0.27
−0.29)%

y = (0.78+0.18
−0.19)%

1
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and MC events in a (Mhh, δm) sideband region defined by
1.78 < Mhh < 1.80 GeV/c2 and 0.14 < δm < 0.16 GeV/c2,

where the charm background is the dominant contribution.

We estimate the charm background to be (0.009 ± 0.002)%
of events in the signal region for K−π+, (0.2 ± 0.1)% for

K−K+, and (0.15 ± 0.15)% for π−π+.

The results of the lifetime fits are shown in Fig. 2. The fit-

ted D0 lifetime τKπ is found to be 409.33 ± 0.70 (stat) fs,
consistent with the world-average lifetime [12]. From the fit

results we calculate yCP and ∆Y for the K−K+ mode, the

π−π+ mode, and the two modes combined, taking into ac-

count any correlations between the fitted lifetimes. The dom-

inant correlation of 11% arises primarily because the decay-

time resolution offset is shared between the decay modes. The

yCP and∆Y results are listed in Table I. The combined result

is obtained by fitting the data with common lifetimes for the

K−K+ and π−π+ modes, and assuming the same value of

ϕf for theK−K+ and π−π+ decay modes.

TABLE I: The mixing parameters extracted from the fit to data,

where the first error is statistical and the second is systematic.

Sample yCP ∆Y
K−K+ (1.60 ± 0.46 ± 0.17)% (−0.40 ± 0.44 ± 0.12)%
π−π+ (0.46 ± 0.65 ± 0.25)% ( 0.05 ± 0.64 ± 0.32)%

Combined (1.24 ± 0.39 ± 0.13)% (−0.26 ± 0.36 ± 0.08)%

Various cross-checks have been performed to ensure that

the fit is unbiased and the assumptions in the fit model are

well-founded. An offset in the resolution function is measured

in the fit to be−4.75± 0.51 fs. This offset was seen in our re-
cent K−π+ mixing analysis [1] and has also been observed

in other BABAR measurements of charm decays. Because we

measure ratios of lifetimes, the presence of a common offset

has minimal impact on the values yCP and ∆Y . However,
differences in the offset between the three decay modes, or

between the D0 and D0, could introduce a bias. No resolu-

tion offset is found in the MC samples. However, we are able

to introduce offsets in the fits to the MC sample of up to twice

the size of the offset in data by misaligning the Silicon Vertex

Tracker (SVT). In all cases the offsets are found to be consis-

tent between all modes.

The fitting procedure has been validated with generic MC

samples weighted to the luminosity of the data sample and

with dedicated signal MC samples. The signal efficiency is

found to be independent of the true decay time and the fitted

lifetimes are consistent with the generated value.

The assumption that the resolution function is the same for

all decay modes except for a scale factor is tested by fitting

each sample independently. This gives mixing parameters and

resolution offsets consistent with the nominal fit, but with sig-

nificantly larger statistical uncertainties. The lifetime has also

been extracted in independent fits to the flavor-separated sam-

ples of D0 → K−π+ and D0 → K+π− decays. The fitted

lifetimes and resolution functions in these two samples are

consistent with each other.
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FIG. 2: Decay time distribution in the data samples with the com-

bined fit overlaid. The top left plot is the taggedK−π+ sample, the

middle plots are theD∗+ (left) andD∗− (right) taggedK−K+ sam-

ples, and the bottom plots are the tagged π−π+ samples. The shaded

and black distributions represent the charm and combinatorial back-

ground in the fit, respectively. The normalized residuals for each fit

are shown as a separate histogram for each sample. The top right plot

shows a summary of the measured lifetimes.

To cross-check the effect of the resolution offset, we per-

formed further studies by dividing the data sample into sub-

samples with different sensitivities to detector effects and fit-

ting each subsample independently. Besides the D∗ tagged

samples used for this mixing measurement, we also use a con-

trol sample of D0 → K−π+ decays where the D0 is not re-

quired to come from a D∗ decay. This untagged sample has

about five times as manyD0 decays as theD∗ tagged samples

combined, allowing us to divide the sample more finely. The

quantities used to divide the data into subsamples for these

tests include the run period, the azimuthal and polar angle of

theD0 meson, and the orientation of theD0 decay plane with

respect to the X-Y (bending) plane of the detector. In all of the

variables mentioned, the resolution offset is observed to have

a large variation (typically between −10 fs and 0 fs), but the
fitted lifetimes are consistent among samples. Furthermore,

the weighted average of the mixing parameters from the sub-

BaBar D0 → K+K− and π+π−

Small mixing rate ⇒ Limited sensitivity to indirect CPV
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Search for CPV in D0! K+K-("0),"+"#("0)
SCS = Single Cabibbo Suppressed

• CP violation in these modes is predicted to be 
O(10-5-10-4) in SM. Evidence of CP violation with present
experimental sensitivity is a sign of Physics beyond SM.

• Time integrated CP asymmetry get contributions

from the 3 different CP violation sources: decay,

mixing, interference between mixing and decay.

• Experimental difficulties:
– precise determination of detector D0 tagging asymmetry

("soft reconstruction in D*+
!D0"+ decays)

– forward-backward (FB) asymmetry in cc production.
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F. Bucella et al., Phys. Rev. D51, 3478 (1995)

S. Bianco et al., Riv. Nuovo Cim. 26N7, 1(2003)

Y. Grossman et al., Phys. Rev. D75, 036008 (2007)
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Experimental procedure
• Determine relative D0/D0 soft pion tagging

efficiency using D0!K-"+  data
#greatly reduces systematic uncertainties

• Another thing to take into account:
– correct for FB asymmetries AFB in e+e$!cc

production: Z0/% mediated diagrams interference,
high order QED diagrams interference.

– effects are anti-symmetric in the cos&CM

• extract aCP  (symmetric in cos&CM )

AFB~few %
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Search for CPV in

D0! K+K", #+#" 

No evidence for  CPV in either modes

KK ##

 

a
CP

KK

 

a
CP

!!

arXiv:0709.2715

Data sample 385fb-1
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Search for CPV in

D0! K+K"#0, #+#"#0 

• Signal sample 82.5K evt for #+#"#0    and 11.3K for K+K"#0:  98% purity.

•CP asymmetry evaluated with 4 different methods: 3 methods are

model independent (MI).

• Difference between D0 and D0  Dalitz plot in 2 dimensions

• Difference in the angular moments of D0 and D0

• Difference in Dalitz plot fit results for amplitude-phases for D0 and D0

• Difference in phase space integrated asymmetry

Last method is insensitive to Dalitz plot shapes, so complements the other methods.

(MI)

(MI)

(MI)

Data: 385 fb-1

SLAC-PUB-13058 

new



PHIPSI08, Frascati, 2008-04-07Mat Charles

Time-integrated CPV

27

Nicola Neri La Thuile 08 33

Search for CPV in

D0! K+K"#0, #+#"#0  

K+K"#0 K+K"#0#+#"#0#+#"#0

Normalized residuals. R efficiency
corrected ratio of D0 wrt D0 events.

Phase space integrated ACP:

No evidence of CP violation at few % level in either decay modes

with any of the 4 methods used to evaluate the CP asymmetry.
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Search for CPV in D0!"+"#"0

Systematic uncertainties on phase space integrated ACP

arXiv:0801.2439

Data sample 532fb-1"+"#"0     
120K evt $#"+"0     

1.2M evtnew


