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� Brief look at the history of Argonne National 
Laboratory and the ATLAS accelerator

� Review the ATLAS Control System 

� Discuss the integration of Web technology at 
ATLAS

Overview of Presentation
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Argonne National Laboratory

� Argonne is one of the U.S. Department of Energy's largest research centers, located near 
Chicago, Illinois. It is also the nation's first national laboratory, chartered in 1946.

� Argonne is a direct descendant of the University of Chicago's Metallurgical Laboratory, part 
of the World War Two Manhattan Project to build the atomic bomb.

� After the war, Argonne was given the mission of developing nuclear reactors for peaceful 
purposes.

� Over the years, Argonne's research expanded to include many other areas of science, 
including:  

– Nanoscale size crystals to create RAM computer memory 
– Fuel reforming reactors for automotive fuel cells
– Carbon sequestration to reduce atmospheric carbon dioxide 
– Computer models to forecast global climate change 
– X-rays to etch semiconductors
– and more

� Today, the laboratory has more than 4,000 employees, including about 1,400 scientists and 
engineers. 



Argonne National Laboratory
Argonne, Illinois USA





ATLAS          Argonne National Laboratory           PCaPAC 2002

ATLAS: 
Argonne Tandem Linear Accelerator System

� ATLAS began operations in early 1960’s

� World's first superconducting accelerator for projectiles heavier than the electron

� Low-energy, heavy-ion accelerator of elements ranging from hydrogen to uranium

� Beams are provided by one of two 'injector' accelerators, either a 9 million volt (MV) electrostatic tandem 
Van de Graff, or a 12-MV low-velocity linac and electron cyclotron resonance (ECR) ion source

� Contains 64 individually controlled superconducting resonators

� Ions are accelerated up to a maximum of 20% the speed of light

� ATLAS experiments are used to: 

– Investigate the structure and shape of atoms that are in unstable conditions, such as unusual proton 
to neutron ratios

– Learn about the production of elements in stars
– Help other scientists with the dating of fossils and minerals (million of years old)
– And many other scientific applications
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ATLAS: 
Demands on the Control System

� ATLAS operates 24 hours a day, 5 ½ days a week, with a new experiment 
beginning every 3 to 5 days

� Fiscal year 2002 preliminary operations statistics:

☺ Research hours 4321
☺ Beam studies hours 104
☺ Setup/tuning hours 786
� Failure and unscheduled shutdown hours 275
☺ Scheduled maintenance hours 657
☺ Total hours 6143
☺ Availability = (Research + Beam studies + Setup) / 

(Research + Beam studies + Setup + Failure)

☺ Availability = 0.95
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ATLAS Control Room
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ATLAS Control System

� Vista Control System Inc.’s Vsystem Real-Time Database 
Control Software

� CAMAC Serial Highway

� Oracle Rdb Relational Database Software

� Paradox Relational Database Software
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Hardware Configuration

� All control system computers are linked via Ethernet

� Real-time control system server is an AlphaServer 1200 with 1 GB of main memory 
running OpenVMS 7.2 and TCP/IP

� Four Alpha workstations running OpenVMS and TCP/IP

� Six remote PCs running Windows NT and Excursion X Server for remote 
accelerator monitoring

� One control room PC for accelerator tune archiving database system

� Two Hytec knob units are used as operator interfaces

� The I/O subsystem is CAMAC, and it is interfaced to the AlphaServer via a Kinetic 
System model 2115 to PCI bus adapter.  The CAMAC serial highway operates in 
the “byte-serial” mode at 2.5 MHz

� There are 18 CAMAC crates on the serial highway



ATLAS          Argonne National Laboratory           PCaPAC 2002

Control System Software Components

� Vista’s Vsystem 4.2 Real-Time Database Control Software
– 56 Vdb databases
– 900 Vdraw pictures (vcd, vcf, and vcl files)
– 72 facility specific control system processes written by ATLAS staff
– 34 handlers and conversion routines implemented as shareable images

� Oracle Rdb Relational Database Software
– 45 tables 
– 21 views

� Corel Paradox Relational Database Software
– 297 tables
– 69 forms
– 95 reports 
– 50 queries

� Web Pages
– 213 HTML files
– 45 Microsoft Active Server Pages (ASP)



ATLAS Tune Archiving System
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Why Use Internet Technology?

� Client-side interface is standardized with commercial Internet browsers
(interface already familiar to users)

� Client-side machine is, for the most part, platform independent

� Control system information is stored in a central location, and yet made 
available on a wide-scale basis

� Control system information is made available to many concurrent users

� Provides a means for interfacing different software products

� Many Internet programming tools and objects are available for free or at 
minimal cost
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Control System Web Site Utilities

� Interactive query of the Oracle Rdb database

� Operators’ control system manual

� Control system developers’ manual

� Control system publications

� Contact information
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Web Site Components

� Microsoft Internet Information Server (IIS) 

� Windows NT Server platform

� Two Web Server PCs:
1. Low-security network Web site
2. High-security network Web site

� Network Address Translation (NAT) router
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Internet Development Software

JPEG SizingMicrosoft Photo Draw

Convert PostScript Images to JPEGCorelDRAW 

Web Page Image MapsMicrosoft Front Page

HTML Smart PagesMicrosoft Visual Studio.NET

HTML PagesMicrosoft Visual Studio

Online Keyword Search and IndexMicrosoft HTML Help Workshop

Home Web PageMacromedia Flash MX 

Advanced Database Query and Web Page FormsMicrosoft ASP.NET

Database Query and Web Page FormsMicrosoft Active Server Pages (ASP)

Web ServerMicrosoft Internet Information Server (IIS) 

ApplicationSoftware
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Network Address Translation ( NAT )

� Oracle Rdb Tables

� Developers’ Manual

� Operators’ Manual

� Publications





Oracle Rdb Database Query Using Microsoft Active Server Pages (ASP) 



Control System Operators’ Manual - HTML Help System



HTML Help System - Keyword Search Option
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Work in Progress…

� Migration from Microsoft Active Server Pages to ASP.NET 
software

� Addition of Vsystem operator display hyperlinks to Web-based 
control system manual
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Benefits of Migrating to ASP.NET

� Improved performance (ASP.NET pages are compiled, and therefore 
execute faster)

� Security enhancements (password protection and encryption of ASP.NET 
pages)

� Interactive flexibility (can programmatically add new objects to a page or hide 
existing ones)

� Data transfer options (can save array data to a file)

� 3,400 .NET Framework classes (used to add Web page functionality)

� ASP and ASP.NET can coexist on the same Web server
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