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About

* evolution of the Optical Diagnostic Control System
(ODCS) from TTF to TTF2

* software porting to different platforms

* integration of new functionalities as the development
software (LabVIEW ™) provides new features
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*previous experience with LabVIEW in a Control System
*we used it as GUI and to develop high-level applications

*it has a powerful Image Analysis Library and Frame Grabbers
drivers (available only for the Mac, that time)

*some analysis software already developed
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What was needed:

e VME boards

e Image Acquisition & Analysis
e  Communications with DOOCS
Limitation:

*  networking tools
(anyway, images are heavy!)

Solution:

*  Server and Operator Console on a
Macs

e  VME shared memory for
communication

*  Low-level C-library for LabVIEW

(labVIEW doesn't provide pointer variables)
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Limitation:

*no Image Analysis Lib on Unix (basic functions developed in C)
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Time needed for a loop of the Beam Image server:
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Conclusions

we took advantage of portability of applications developed
with powerful PC software

our application has been “traveling” from one platform to
another without loss of performances

evolution of PC software and development systems allows to
EASELY add network capabilities to our applications

several protocols and communication solutions can be
implemented at the same time with limited programming
efforts



